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SMOOTH SOLUTIONS TO A BOUNDARY VALUE

PROBLEM FOR AN OPERATOR–DIFFERENTIAL

EQUATION OF MIXED TYPE

V. I. Antipin

Abstract. We study solvability of boundary value problems for the so-called kinetic
operator-differential equations of the form But − Lu = f , with L and B families of
linear operators in a complex Hilbert space E. We do not assume that B is invertible
and that the spectrum of the pencil L − λB lies in one of the half-planes Reλ < a or
Reλ > a (a ∈ R). Under some conditions on these operators we study the question of
smoothness of solutions in weighted Sobolev spaces.

Keywords: kinetic equation, operator-differential equation, weighted Sobolev spaces

The article is devoted to the study of the operator-differential equation

Au ≡ But − Lu = f(x, t), (1)

where the linear operators B and L are defined in a given Hilbert space E, and B
is selfadjoint. The boundary conditions are of the form

P+u(0) = u0, P−u(T ) = uT , (2)

where P+ and P− are the spectral projections of B corresponding to the positive and
negative parts of the spectrum. We do not assume that B is invertible; in particular,
B can have a nonzero kernel and its spectrum can contain infinite subsets of positive
and negative semiaxes simultaneously.

Thus, we consider (1) which is not an equation of Sobolev type. As is known,
similar equations arise in physics, in particular, in neutron transport, radiative trans-
fer, and rarefied gas dynamics [1–13], as well as in geometry, population dynamics,
hydrodynamics [14–17], and some other fields [5, 18].

In the case of a selfadjoint operator L, (1) is presented in [5]. In particular, some
examples arising in applications can be found in [18]. An operator L is referred to as
Kato-sectorial (see the definition in [19]), if |(Lu, v)| ≤ c‖u‖H1‖v‖H1 for u, v ∈ D(L),
with ‖u‖H1 = Re(−(Lu, u) + ‖u‖). Some generalizations to the case of a dissipative
operator obeying the Kato-sectoriality condition can be found in [20]. Boundary
value problems for (1) under our constraints on L and B in the case when the Kato-
sectoriality condition fails were probably not considered earlier. Note that the class
of equations (1) includes many important partial differential equations; for example,
we can take the odd order operators as L [20, 21] or the operators whose spectrum
lies near the imaginary axis.

The author was supported by the Ministry of Education and Science of the Russian Federation
Within the State Maintenance Program of Research Activities (Grant No. 3047).

c© 2014 Antipin V. I.
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1. Basic Assumptions

Let E and H1 ⊂ E be Hilbert spaces and let the last embedding be dense. The
symbol (·, ·) designates the inner product on E. In this case the negative space H ′1
constructed as the completion of E with respect to the norm

‖u‖H′1 = sup
v∈H1, v �=0

|(u, v)|/‖v‖H1 ,

coincides with the space of continuous antilinear functionals over H1 and the inner
product on E admits extension to the duality between H1 and H ′1 [22].

If X and Y are Hilbert spaces then L(X,Y ) stands for the space of continuous
linear operators on X with values in Y . If X = Y then we write L(X) rather than
L(X,X).

An operator L : E → E is called dissipative (uniformly dissipative) if−Re(Lu, u)
≥ 0 (−Re(Lu, u) ≥ δ‖u‖2, δ > 0) for all u ∈ D(L). Here D(L) is the domain of L.
An operator L is called maximal dissipative if L agrees with each of its dissipative
extension.

Denote by ρ(L) and σ(L) the resolvent set and the spectrum of L. The basic
assumptions on L and B are as follows:

(I) L is a maximal dissipative operator and there exists a Hilbert space F1
densely embedded into E such that D(L∗) ⊂ F1 ⊂ E and there exists a constant
δ0 > 0 such that Re(−L∗u, u) ≥ δ0‖u‖2F1

for all u ∈ D(L∗), with L∗ the adjoint
operator.

The condition (I) implies that L∗ is a maximal dissipative operator as well and
0 ∈ ρ(L) ∩ ρ(L∗) [19, Proposition C.7.2]; moreover, {Reλ ≥ 0} ⊂ ρ(L) ∩ ρ(L∗).

(II) B is selfadjoint in E and the embedding F1 ⊂ D(|B|1/2) is dense.

Lemma 1. Under condition (II), B defines a continuous mapping of F1 in F ′1,
where F ′1 is the negative space constructed on the pair F1, E.

Proof. The operatorB : D(|B|)→ E (we introduce the graph norm onD(|B|)),
being defined on D(|B|), admits extension to a continuous mapping from D(|B|1/2)
in (D(|B|1/2))′. Indeed,

‖Bu‖(D(|B|1/2))′ = sup
v∈D(|B|1/2)

|(Bu, v)|
‖v‖D(|B|1/2)

= sup
v∈D(|B|1/2)

|(|B|1/2u, |B|1/2v)|
‖v‖D(|B|1/2)

≤ sup
v∈D(|B|1/2)

‖|B|1/2u‖ · ‖|B|1/2v‖
‖v‖D(|B|1/2)

≤ ‖|B|1/2u‖ (3)

or
‖Bu‖(D(|B|1/2))′ ≤ ‖|B|1/2u‖. (4)

We have the natural embedding

F1 ⊂ D(|B|1/2) ⊂ E ⊂ (D(|B|1/2))′ ⊂ F ′1 (5)

(the dual of E is identified with E).
Thus, we can assume that B, defined on D(|B|1/2), is defined on F1 as well and

‖Bu‖F ′1 ≤ c‖u‖(D(|B|1/2))′ ≤ c1‖u‖F1. (6)



Smooth Solutions to a Boundary Value Problem 3

Lemma 2. Let condition (I) holds. Then D(L) is densely embedded into F1
and the operators L−1, (L∗)−1 are extensible to the mappings of class L(F ′1, F1).

Proof. We have
Re(−L∗u, u) ≥ δ0‖u‖2F1

, (7)

|Re(−L∗u, u)| ≤ |(L∗u, u)| ≤ ‖L∗u‖F ′1‖u‖F1, u ∈ D(L∗). (8)

Using (8) on the leftmost side of (3) and reducing ‖u‖F1, we infer

‖L∗u‖F ′1 ≥ δ0‖u‖F1.

Since 0 ∈ ρ(L∗) [19], the inequality can be rewritten as

‖v‖F ′1 ≥ δ0‖(L∗)−1v‖F1 , v ∈ E. (9)

Since F1 is densely embedded into E, E is densely embedded into F ′1, i.e.
F1 ⊂ E ⊂ F ′1 and from (9) it follows that (L∗)−1 is extensible to an operator of
class L(F ′1, F1). We have

(L−1u, u) = (u, (L∗)−1v), u, v ∈ E. (10)

Next, every u ∈ E satisfies the estimates

‖L−1u‖F1 = sup
v∈E
|(L−1u, v)|
‖v‖F ′1

= sup
v∈E
|(u, (L∗)−1v)|
‖v‖F ′1

≤ sup
v∈E

‖u‖F ′1‖(L∗)−1v)‖F1

‖v‖F ′1
≤ sup

v∈H

‖u‖F ′1
δ0

‖v‖F ′1
‖v‖F ′1

, (11)

‖L−1u‖F1 ≤
‖u‖F ′1
δ0

. (12)

The estimate (12) implies that L−1 extends to an operator of class L(F ′1, F1).
Consider the equality

(L−1u, u) = (u, (L∗)−1v), u, v ∈ E. (13)

We have
|(u, (L∗)−1v)| ≤ ‖(L∗)−1v‖F1‖u‖F ′1 ≤ c‖v‖F ′1‖u‖F ′1. (14)

If u is fixed then (u, (L∗)−1v) is a continuous antilinear functional over F ′1 (on v).
There exists g ∈ F1 such that

(u, (L∗)−1v) = (g, v) = (L−1u, v), u, v ∈ E.
Thus, g = L−1u and thereby L−1u ∈ F1, u ∈ E. Take ψ ∈ D(L). In this case
u = Lψ ∈ E and ψ = L−1u.

The facts proven yield ψ ∈ F1. Therefore, D(L) ⊂ F1. Assume to the contrary
that D(L) is not dense in F1. There exists v ∈ F ′1, v �= 0, such that

(L−1u, v) = 0, u ∈ E.
Passing to the limit we see that the equality (u, (L∗)−1v) = (L−1u, v) is valid for
v ∈ F ′1 and u ∈ E. Since the embedding of H in F ′1 is dense and (u, (L∗)−1v) = 0,
we conclude that (L∗)−1v = 0. Hence, v = 0; a contradiction. Thus, the embedding
of D(L) in F1 is dense. The lemma is proven.
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Denote by F2 the class of functions u ∈ F1 such that u is representable as
u = L−1v, where v ∈ F ′1 and

‖u‖F2 = ‖L−1v‖F1 + ‖v‖F ′1 = ‖u‖F1 + ‖Lu‖F ′1.
In this case D(L) ⊂ F2 ⊂ F1.

Denote
H1 = {v ∈ L2(0, T ;D(L∗)), vt ∈ L2(0, T ;F1)}.

Definition 1. A function u ∈ L2(0, T ;F1) is called a generalized solution to
the boundary value problem (1), (2) if there exist ũ0, ũT ∈ H such that P−ũ0 = ũ0,
P+ũT = ũT , and

T∫

0

(−(Bu, vt)− (u, L∗v)) dt+ (BuT , v(T ))− (Bu0, v(0))

+(BũT , v(T ))− (Bũ0, v(0)) =
T∫

0

(f, v) dt (15)

for all v ∈ L2(0, T ;D(L∗)) and vt ∈ L2(0, T ;F1).

If u is a generalized solution to (1), (2) in the sense of Definition 1 then u is
a generalized solution to (1), (2) in the following more natural sense.

Definition 2. A function u ∈ L2(0, T ;F1) is called a generalized solution to
the boundary value problem (1), (2) if

T∫

0

(−(Bu, vt)− (u, L∗v)) dt

+(BP−uT , v(T ))− (BP+u0, v(0)) =
T∫

0

(f, v) dt (16)

for every v ∈ L2(0, T ;D(L∗)) such that vt ∈ L2(0, T ;F1), P+v(T ) = 0, and
P−v(0) = 0.

We expose some consequences of the definition of generalized solution. Let
H2 = D(L∗). In this case if u ∈ L2(0, T ;F1) then the expression Lu makes a sense
and belongs to L2(0, T ;H ′2).

If v ∈ C∞0 (0, T ;H2) then (15) can be rewritten as

T∫

0

(−Bu, vt) dt =
T∫

0

(Lu, v) dt+
T∫

0

(f, v) dt, v ∈ C∞0 (0, T ;H2). (17)

We have Lu+f ∈ L2(0, T ;H ′2) which fact and the definition of generalized derivative
imply that Bu ∈ L2(0, T ;F ′1) (by Lemma 1) has the generalized derivative (Bu)t ∈
L2(0, T ;H ′2). Since F ′1 ⊂ H ′2, we derive that Bu ∈ C([0, T ];H ′2) after a possible
modification on a set of measure zero. The relation (17) validates the equality
But − Lu = f in L2(0, T ;H ′2).
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Consider v ∈ C∞([0, T ];H2) in (15). Integrating by parts and involving the
equality But − Lu = f , we see that

(B(u(T )− uT − ũT ), v(T ))− (B(u(0)− u0 − ũT ), v(0)) = 0.

Since the functions v(T ) and v(0) are arbitrary, we conclude that

Bu(T ) = B(uT + ũT ), Bu(0) = B(u0 + ũ0).

The equality holds in H ′2, since Bu ∈ C([0, T ];H ′2); so, the traces Bu(0) and Bu(T )
exist and belong to (D(|B|1/2))′, while BP−u(T ) = BuT , and BP+u(0) = Bu0.

The following theorem is proven in [23].

Theorem 1. Let (I) and (II) hold. Then, for all f ∈ L2(0, T ;F ′1) and u0, uT ∈
H , there exists a generalized solution u ∈ L2(0, T ;F1) to the boundary value problem
(1), (2) in the sense of Definition 1.

Introduce the following additional conditions:
(III) Re(−Lu, u) ≥ δ0‖u‖2F1

, u ∈ D(L);
(IV) there exist constants c > 0 and θ ∈ (0, 1) such that

|(Bu, u)| ≤ c‖u‖2θF1
‖L−1Bu‖2(1−θ)F1

, u ∈ F1.

(V) B|F1 ∈ L(F1, E).
Note that ‖L−1Bu‖F1 ≤ c‖Bu‖F ′1 ≤ c1‖u‖F1 (see Lemma 1).
If L obeys the Kato-sectoriality condition and the conditions of Theorem 1 then

we can say that (III) and (IV) are excessive, and they always hold.
Let g(x) be a function positive almost everywhere in a domain G. Define the

space L2,g(G;H) (with H a Banach space) as the space of strongly measurable
functions on G with values in H such that

‖u‖L2,g(G;H) =
(∫

G

g(x)‖u(x)‖2H dx
)1/2

<∞.

Put ϕi(t) = t2iα(T − t)2iα, where α = 1
2(1−θ) .

Theorem 2. If (I)–(IV) hold and ∂itf ∈ L2,ϕi(0, T ;F ′1), i = 0, 1,. . . ,m then
a generalized solution that of Theorem 1 has the generalized derivatives ∂itu ∈
L2,ϕi(0, T ;F1), i = 0, 1, . . . ,m.

If, moreover, (V) holds and ∂itf ∈ L2,ϕi+1(0, T ;E), i = 0, 1, . . . , m − 1, then
u ∈ L2,ϕi+1(0, T ;D(L)).

2. Proof of the Main Result

Proof of Theorem 2. Fix numbers T1 < T/2 < T2. Consider the case of
m = 1. We have (in L2(0, T ;H ′2)) that

But − Lu = f. (18)

Take

ϕ0i(t) =
{
t2iα(T2 − t)2iα, t ∈ [0;T2),
0, t ∈ [T2;T ],

(19)

ψ0i(t) =
{

0, t ∈ [0;T1],
(t− T1)2iα(T − t)2iα, t ∈ (T1;T ],

(20)

where T1 < T2.
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Let w1(η) and w2(η) be averaging kernels with the properties

wi ≥ 0, wi ∈ C∞0 (R), i = 1, 2,

supp(w1) ⊂ (1/2, 1), supp(w2) ⊂ (−1,−1/2),
∫

R

wi(η) dη = 1, i = 1, 2.

Put

u1
ρ = P 1

ρ u =
1
ρ

T∫

0

w1

(
η − t
ρ

)
u(η) dη =

1∫

0

w1(ξ)u(t+ ρξ) dξ, t ∈ [0, T2], (21)

u2
ρ = P 2

ρ u =
1
ρ

T∫

0

w2

(
η − t
ρ

)
u(η) dη =

0∫

−1

w2(ξ)u(t+ ρξ) dξ, t ∈ [T1, T ], (22)

ρ < min((T − T2), T1)/2,

Bu1
ρt =

1∫

0

w1(ξ)But(t+ ρξ) dξ

=
1∫

0

w1(ξ)Lu(t+ ρξ) dξ +
1∫

0

w1(ξ)f(t+ ρξ) dξ = Lu1
ρ + P 1

ρ f, t ≤ T2. (23)

A similar equality holds for u2
ρ. Thus, we have on the corresponding segments that

Bu1
ρt = Lu1

ρ + P 1
ρ f, Bu2

ρt = Lu2
ρ + P 2

ρ f. (24)

The properties of averaged functions yield u1
ρ ∈ C∞([0, T2];F1) and u2

ρ ∈ C∞([T1, T ];
F1). Lemma 1 justifies that B∂itu1

ρ ∈ L2(0, T2;F ′1) and B∂itu
2
ρ ∈ L2(T1, T ;F ′1) for

every i. From (24) it follows that

∂itu
j
ρ = L−1v, v = B∂i+1

t ujρ − ∂itP jρf ∈ L2(0, T ;F ′1), j = 1, 2, i = 1, 2, . . . . (25)

Thus, ∂itu1
ρ ∈ L2(0, T2;F2) and ∂itu

2
ρ ∈ L2(T1, T ;F2) for every i and the following

hold on the corresponding segments:

B∂i+1
t ujρ − L∂itujρ = ∂itf

j
ρ , j = 1, 2. (26)

We see that
Re(−Lu, u) ≥ δ0‖u‖2F1

, u ∈ D(L). (27)

In view of the density of D(L) in F2, passing to the limit we arrive at the inequality

Re(−Lu, u) ≥ δ0‖u‖2F1
(28)

valid for all u ∈ F2.
Since √ϕi∂itf ∈ L2(0, T2;F ′1), i = 0, 1, . . . ,m, the conventional properties of

averaged functions easily imply that

P 1
ρ f ∈ C∞([0, T2];F1), P 2

ρ f ∈ C∞([T1, T ];F1) (29)
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and, moreover,

m∑
i=0

∥∥∂it(P 1
ρ f − f

)∥∥
L2,ϕi (0,T2;F ′1)

→ 0,
m∑
i=0

∥∥∂it(P 2
ρ f − f

)∥∥
L2,ϕi (T1,T ;F ′1)

→ 0 (30)

as ρ→ 0.
Compose the inner product of (26) for j = 1 and ϕ0i(t), take the real part and

integrate the result over (0, T ). Integrating by parts, we infer

T∫

0

Re
(− L∂itu1

ρ, ∂
i
tu

1
ρ

)
ϕ0i dt

=
T∫

0

1
2
ϕ0it Re

(
B∂itu

1
ρ, ∂

i
tu

1
ρ

)
dt+

T∫

0

Re
(
∂itP

1
ρ fϕ0i, ∂

i
tu

1
ρ

)
dt. (31)

Estimating the right-hand side on using condition (IV), we derive that

T2∫

0

1
2
|ϕ0it|

∣∣(B∂itu1
ρ, ∂

i
tu

1
ρ

)∣∣ dt ≤
T2∫

0

|ϕ0it|
∥∥∂itu1

ρ

∥∥2θ
F1

∥∥L−1B∂itu
1
ρ

∥∥2(1−θ)
F1

dt

≤ c0
( T2∫

0

ϕ0i
∥∥∂itu1

ρ

∥∥2
F1
dt

)θ( T2∫

0

ϕ0(i−1)
∥∥L−1B∂itu

1
ρ

∥∥2
F1
dt

)1−θ
; (32)

here we have applied the inequality

|ϕ0it| ≤ c0ϕθ0iϕ1−θ
0(i−1), t ∈ (0, T2).

The relation (26) yields

∥∥L−1B∂itu
1
ρ

∥∥2
L2,ϕ0(i−1) (0,T2;F1)

≤ 2
(∥∥L−1∂i−1

t P 1
ρ f
∥∥2
L2,ϕ0(i−1) (0,T2;F1)

+
∥∥∂i−1

t P 1
ρ u
∥∥2
L2,ϕ0(i−1) (0,T2;F1)

) ≤ c(∥∥∂i−1
t P 1

ρ f
∥∥2
L2,ϕ0(i−1) (0,T2;F ′1)

+
∥∥∂i−1

t P 1
ρ u
∥∥2
L2,ϕ0(i−1) (0,T2;F1)

)
. (33)

The Cauchy inequality with a small parameter ε, (32), and (33) imply that

T2∫

0

1
2
|ϕ0it|

∣∣(B∂itu1
ρ, ∂

i
tu

1
ρ

)∣∣ dt ≤ ε∥∥∂itu1
ρ

∥∥2
L2,ϕ0i (0,T2;F1)

+c(ε)
(∥∥∂i−1

t P 1
ρ f
∥∥2
L2,ϕ0(i−1) (0,T2;F ′1) +

∥∥∂i−1
t u1

ρ

∥∥2
L2,ϕ0(i−1) (0,T2;F1)

)
. (34)

Similarly,

∣∣∣∣
T2∫

0

(
∂itP

1
ρ f, ϕ0i∂

i
tu

1
ρ

)
dt

∣∣∣∣ ≤ ε
∥∥∂itu1

ρ

∥∥2
L2,ϕ0i (0,T2;F1)

+ c(ε)
∥∥∂itP 1

ρ f
∥∥2
L2,ϕ0i (0,T2;F ′1)

. (35)
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In view of (31) and (34), (35), choosing a sufficiently small number ε, we find that

δ0
∥∥∂itu1

ρ

∥∥2
L2,ϕ0i (0,T2;F1)

≤ c[∥∥∂itP 1
ρ f
∥∥2
L2,ϕ0i (0,T2;F ′1)

+
∥∥∂i−1

t P 1
ρ f
∥∥2
L2,ϕ0(i−1) (0,T2;F ′1)

+
∥∥∂i−1

t u1
ρ

∥∥2
L2,ϕ0(i−1) (0,T2;F1)

]
(36)

or
∥∥∂itu1

ρ

∥∥2
L2,ϕ0i (0,T2;F1)

≤ c1
[∥∥∂itP 1

ρ f
∥∥2
L2,ϕ0i (0,T2;F ′1)

+
∥∥∂i−1

t P 1
ρ f
∥∥2
L2,ϕ0(i−1) (0,T2;F ′1)

+
∥∥∂i−1

t u1
ρ

∥∥2
L2,ϕ0(i−1) (0,T2;F1)

]
, (37)

where c1 is a constant independent of u and ρ. Multiply (36) by qi, q ∈ (0, 1), and
sum the result over i from 1 to m. We see that

m∑
i=1

qi
∥∥∂itu1

ρ

∥∥2
L2,ϕ0i (0,T2;F1)

≤
m∑
i=1

qic1

(∥∥∂itP 1
ρ f
∥∥2
L2,ϕ0i (0,T2;F ′1)

+
∥∥∂i−1

t P 1
ρ f
∥∥2
L2,ϕ0(i−1) (0,T2;F ′1) +

m∑
i=1

qi
∥∥∂i−1

t u1
ρ

∥∥2
L2,ϕ0(i−1) (0,T2;F1)

)
. (38)

This inequality can be rewritten as
m∑
i=1

(qi − c1qi+1)
∥∥∂itu1

ρ

∥∥2
L2,ϕ0i (0,T2;F1)

≤ c1
m∑
i=1

qi
(∥∥∂itP 1

ρ f
∥∥2
L2,ϕ0i (0,T2;F ′1)

+
∥∥∂i−1

t P 1
ρ f
∥∥2
L2,ϕ0(i−1) (0,T2;F ′1)

)
+ qc1‖u1

ρ‖2L2(0,T2;F1). (39)

Take q = 1/(2c1). In this case (39) is representable as
m∑
i=1

∥∥∂itu1
ρ

∥∥2
L2,ϕ0i (0,T2;F1) ≤ c2

m∑
i=0

∥∥∂itP 1
ρ f
∥∥2
L2,ϕ0i (0,T2;F ′1) + c3‖u1

ρ‖2L2(0,T2;F1). (40)

The estimate
‖u1

ρ‖2L2(0,T2;F1) ≤ c4‖u‖2L2(0,T2;F1)

is obvious. From this estimate, (40), and (30) it follows that
m∑
i=1

‖∂itu1
ρ‖2L2,ϕ0i (0,T2;F1) ≤ c4

m∑
i=0

‖∂itf‖2L2,ϕi (0,T ;F ′1)
+ c5‖u‖2L2(0,T2;F1). (41)

Repeating the arguments for u2
ρ, we arrive at the estimate

m∑
i=1

∥∥∂itu2
ρ

∥∥2
L2,ψ0i (T1,T ;F1)

≤ c6
m∑
i=0

∥∥∂itf∥∥2L2,ϕi (T1,T ;F ′1) + c7‖u‖2L2(T1,T ;F1). (42)

All constants in (42) and (41) are independent of ρ. Hence, there exists a sequence
ρk → 0 as k →∞ such that

∂itu
1
ρk → v1

i ∈ L2,ϕ0i(0, T2;F1), ∂itu
2
ρk → v2

i ∈ L2,ψ0i(0, T2;F1), (43)

where we have the weak convergence in the corresponding spaces. Since u1
ρk →

u in L2(0, T2;F1) and u2
ρk → u in L2(T1, T ;F1), it is easy to justify that there

exist the generalized derivatives ∂itu ∈ L2,ϕ0i(0, T2;F1) and ∂itu ∈ L2,ψ0i(T1, T ;F1),
i = 1, 2, . . . ,m. The last statements easily validate the existence of the generalized
derivatives ∂itu ∈ L2,ϕi(0, T2;F1). Theorem 2 is proven.
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9. Stephan H. Nichtgleichgewichtsprozesse: direkte und inverse Probleme. Aachen: Shaker, 1996.

10. Mokhtar-Kharroubi M. Mathematical Topics in Neutron Transport Theory. New Approach.
Singapore: World Sci. Publ. Co. Pte. Ltd, 1997. (Ser. Adv. Math. Appl. Sci.; V. 46).

11. Beals R. Indefinite Sturm–Liouville problems and half-range completeness // J. Differ. Equa-
tions. 1985. V. 56, N 3. P. 391–408.

12. Beals R. An abstract treatment of some forward-backward problems of transport and scatte-
ring // J. Funct. Anal.. 1979. V. 34, N 1. P. 1–20.

13. Beals R. and Protopopescu V. Half-range completeness for the Fokker–Planck equation //
J. Stat. Phys.. 1983. V. 32, N 3. P. 391–408.

14. Latrach K. Compactness properties for linear transport operator with abstract boundary
conditions in slab geometry // Transp. Theory Stat. Phys.. 1993. V. 22. P. 39–65.

15. Latrach K. and Mokhtar-Kharroubi M. On an unbounded linear operator arising in theory of
growing cell population // J. Math. Anal. Appl.. 1997. V. 211. P. 273–294.

16. Webb G. A model of proliferating cell population with inherited cycle length // J. Math. Biol..
1986. N 23. P. 269–282.

17. Lar ′kin N. A., Novikov V. A., and Yanenko N. N. Nonlinear Equations of Variable Type [in
Russian]. Novosibirsk: Nauka, 1983.

18. Karabash I. M. Abstract kinetic equations with positive collision operators // Oper. Theory
Adv. Appl.. 2008. V. 188. P. 175–195.

19. Haase M. The functional calculus for sectorial operators. Basel; Boston; Berlin: Birkhäuser-Ver-
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ALMOST ORTHOGONALITY

OF INVARIANT SUBSPACES
V. M. Gordienko

Abstract. For an arbitrary matrix it is proven that the invariant subspace correspond-
ing to a localized group of eigenvalues whose modules are close to the norm of this
matrix consists of almost eigenvectors and this space is almost orthogonal to other in-
variant subspaces of the matrix.

Similarly, for a dissipative matrix the invariant subspace corresponding to a local-
ized group of eigenvalues close to the real axis consists of almost eigenvectors and this
subspace is almost orthogonal other invariant subspaces of the matrix.

Keywords: eigenvalue, subspace, close to orthogonal, dissipative matrix

This article consists of the two sections independent from each other. In Section 1
we prove that, for an arbitrary matrix, the invariant subspace corresponding to
a localized group of eigenvalues whose modules are close to the norm of this matrix
consists of almost eigenvectors and is almost orthogonal to other invariant subspaces
of the matrix.

In Section 2 we prove that, for a dissipative matrix, the invariant subspace
corresponding to a localized group of eigenvalues close to the real axis consists of
almost eigenvectors and this subspace is almost orthogonal other invariant subspaces
of the matrix.

§ 1. Almost Orthogonality of Invariant
Subspaces of an Arbitrary Matrix

Assume that B is a matrix of order n and λ1, λ2, . . . , λk is a group of eigenvalues
(enumerated with multiplicity taken into account) close to each other in the sense
that

|λi − λj | ≤ δ‖B‖
whose modules are close to the maximal value; i.e.,

‖B‖ − |λj | ≤ �‖B‖,
with 0 < δ < �. Let L be an invariant subspace corresponding to the eigenvalues
λ1, λ2, . . . , λk. We demonstrate that for small � the action of B on L obeys the
following three conditions:

1) ‖B‖−1B is almost unitary on L, i.e.

‖(‖B‖2In −B∗B)ϕ‖ ≤ 2k�‖B‖2‖ϕ‖ for ϕ ∈ L; (1)

The author was supported by the Interdisciplinary Project of the Siberian Division of the
Russian Academy of Sciences (Grant 80).

c© 2014 Gordienko V. M.
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2) every vector ϕ ∈ L is almost eigenvector, i.e.

‖(B − λjIn)ϕ‖ ≤
√

3(k − 1)
√
�‖B‖ · ‖ϕ‖; (2)

3) the subspace L is almost orthogonal to other invariant subspaces; namely,
if M is an invariant subspace of B, while μ1, μ2, . . . , μm are the corresponding eigen-
values, |λi − μj | ≥ d‖B‖ (d ≥ �), and ϕ ∈ L, ψ ∈M then

|〈ϕ, ψ〉| ≤ 8k√�
d

m−1∑

j=0

(
2
d

)j

‖ϕ‖ · ‖ψ‖. (3)

Proceed with the proof of (1). Reduce B to triangular Schur form with the use of
a unitary matrix U : U∗U = In. Let the first k columns of U form a basis for the
invariant subspace L. In this case

B = U∗
(
B1 B12
0 B2

)
U,

where B1 and B2 are triangular matrices and

B1 =

⎛

⎜
⎜
⎜
⎜
⎝

λ1 b12 b13 · · · b1k
λ2 b23 · · · b2k

. . . · · · ...
λk−1 bk−1,k

λk

⎞

⎟
⎟
⎟
⎟
⎠
.

Assume that ϕ ∈ L, in this case Uϕ =
(
u
0

)
, u ∈ Ck,

〈(‖B‖2In −B∗B)ϕ,ϕ〉 = 〈(‖B‖2In −B∗1B1)u, u〉
≤ ‖(‖B‖2Ik −B∗1B1)‖ · ‖u‖2 = ‖(‖B‖2Ik −B∗1B1)‖ · ‖ϕ‖2.

Since ‖B‖2Ik −B∗1B1 ≥ 0, we infer

‖(‖B‖2In −B∗1B1)‖ ≤ tr(‖B‖2In −B∗1B1)

=
(‖B‖2 − ∣∣λ2

1
∣
∣)+

(‖B‖2 − ∣∣λ2
2
∣
∣− |b12|2

)

+ · · ·+ (‖B‖2 − ∣∣λ2
k

∣
∣− |bk−1,k|2 − · · · − |b1,k|2

)

≤
k∑

j=1

(‖B‖2 − ∣∣λ2
j

∣
∣) =

k∑

j=1

(‖B‖+ |λj |)(‖B‖ − |λj |) ≤ 2k‖B‖2�.

Thus,
〈(‖B‖2In −B∗B)ϕ,ϕ〉 ≤ 2k�‖B‖2‖ϕ‖2 for ϕ ∈ L

and so
‖(‖B‖2In −B∗B)ϕ‖ ≤ 2k�‖B‖2‖ϕ‖ for ϕ ∈ L.

Prove (2). Obviously,

‖(B − λjIn)ϕ‖ ≤ ‖B1 − λjIk‖ · ‖ϕ‖
for ϕ ∈ L. We can estimate the norm of B1 − λjIk by the square root of the sum of
squares of modules of all its entries. Since ‖B1‖2Ik−B∗1B1 ≥ 0, the diagonal entries
of ‖B1‖2Ik −B∗1B1 are nonnegative and

‖B1‖2 − (|b1,j |2 + |b2,j|2 + · · ·+ |bj−1,j |2 + |λj |2
) ≥ 0.
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Hence,

|b1,j|2 + |b2,j|2 + · · ·+ |bj−1,j |2 ≤ ‖B1‖2 − |λj |2 ≤ ‖B‖2 − |λj |2 ≤ 2�‖B‖2.
Therefore, the sum of squares of all entries beyond the diagonal of B1 (and B1−λjIk)
does not exceed 2(k − 1)�‖B‖2. Hence,

‖B − λjIk‖ ≤
√

(k − 1)δ2‖B‖2 + 2(k − 1)�‖B‖2 ≤
√

3(k − 1)� · ‖B‖.
Thus,

‖(B − λjIn)ϕ‖ ≤
√

3(k − 1)
√
�‖B‖ · ‖ϕ‖ for ϕ ∈ L.

Proceed with the proof of (3). Take ϕ ∈ L and let ψ ∈M . Put

ϕ1 = (B − λ1In)ϕ,

ψ1 = (B − μ1In)ψ, ψ2 = (B − μ2In)ψ1, . . . , ψj = (B − μjIn)ψj−1,

. . . , ψm = (B − μmIn)ψm−1 = 0.
It is easy to check that

〈(‖B‖2In −B∗B)ϕ, ψj−1〉
= (‖B‖2 − λ1μj)〈ϕ, ψj−1〉 − λ1〈ϕ, ψj〉 − μj〈ϕ1, ψj−1〉 − 〈ϕ1, ψj〉.

Here j = 1, 2, . . . ,m; by convention ψ0 = ψ. Therefore,

|‖B‖2 − λ1μj | · |〈ϕ, ψj−1〉|
≤ |〈(‖B‖2In −B∗B)ϕ, ψj−1〉|+ |λ1| · |〈ϕ, ψj〉|+ |μj | · |〈ϕ1, ψj−1〉|+ |〈ϕ1, ψj〉|.

Using the inequalities |λj | ≤ ‖B‖ and |μj | ≤ ‖B‖ together with (1) and (2), we
conclude that

|‖B‖2 − λ1μj | · |〈ϕ, ψj−1〉|
≤ 2k�‖B‖2‖ϕ‖ · ‖ψj−1‖+ ‖B‖ · |〈ϕ, ψj〉|+ 3

√
3(k − 1)

√
�‖B‖2 ‖ϕ‖ · ‖ψj−1‖

≤ 8k
√
�‖B‖2‖ϕ‖ · ‖ψj−1‖+ ‖B‖ · |〈ϕ, ψj〉|.

It is immediate that

|‖B‖2 − λ1μj |2 = ‖B‖2|λ1 − μj |2 + (‖B‖2 − |λ1|2)(‖B‖2 − |μj |2)
and so

|‖B‖ − λ1μj | ≥ ‖B‖ · |λ1 − μj | ≥ d‖B‖2.
Thus,

|〈ϕ, ψj−1〉| ≤ 8k√�
d
‖ϕ‖ · ‖ψj−1‖+

1
‖B‖d |〈ϕ, ψj〉|.

Write out the last inequality for j = 1, 2, . . . ,m− 1,m; recall that ψ0 = ψ, ψm = 0.

|〈ϕ, ψ〉| ≤ 8k√�
d
‖ϕ‖ · ‖ψ‖+

1
‖B‖d |〈ϕ, ψ1〉|,

|〈ϕ, ψ1〉| ≤ 8k√�
d
‖ϕ‖ · ‖ψ1‖+

1
‖B‖d |〈ϕ, ψ2〉|,

. . . . . . . . . . . .

|〈ϕ, ψm−2〉| ≤ 8k√�
d
‖ϕ‖ · ‖ψm−2‖+

1
‖B‖d |〈ϕ, ψm−1〉|,

|〈ϕ, ψm−1〉| ≤ 8k√�
d
‖ϕ‖ · ‖ψm−1‖.

Excluding the expressions |〈ϕ, ψj〉| subsequently and using the estimates ‖ψj‖ ≤
‖B‖j‖ψ‖, we arrive at (3).



Almost Orthogonality of Invariant Subspaces 13

§ 2. Almost Orthogonality of Invariant
Subspaces of a Dissipative Matrix

Let A be a dissipative matrix of order n, i.e. ImA ≡ 1
2i [A − A∗] ≥ 0. As

is known, all eigenvalues of such matrix lie in the upper half-plane Imλ ≥ 0. Let
λ1, λ2, . . . , λk be a group of eigenvalues (enumerated with multiplicity counted) close
to each other in the sense that

|λi − λj | ≤ δ‖A‖
and close to the real axis, i.e.,

Imλj ≤ h‖A‖,
where 0 < δ < h.

Let L be an invariant subspace corresponding to the eigenvalues λ1, λ2, . . . , λk.
Prove that for h small the action of the operator A on L obeys the conditions:

1) the matrix A is almost selfadjoint on L, i.e.

1
2
‖(A−A∗)ϕ‖ = ‖ ImAϕ‖ ≤ kh‖A‖ · ‖ϕ‖ for ϕ ∈ L; (4)

2) every vector ϕ ∈ L is almost eigenvector, i.e.,

‖(A− λjIn)ϕ‖ ≤ √2kh‖A‖ · ‖ϕ‖; (5)

3) L is almost orthogonal to other invariant subspaces; namely, if M is an
invariant subspace of A, μ1, μ2, . . . , μm are the eigenvalues, |λi−μj| ≥ d‖A‖ (d ≥ h),
and ϕ ∈ L, ψ ∈M then

|〈ϕ, ψ〉| ≤ (2 +
√

2)kh
d

m−1∑

j=0

(
2
d

)j

‖ϕ‖ · ‖ψ‖. (6)

Proceed with the proof of (4). Reduce A to triangular Schur form with the help
of a unitary matrix U : U∗U = In. Let the first k columns of U constitute a basis
for L. In this case

A = U∗
(
A1 A12
0 A2

)
U,

where A1 and A2 are triangular matrices and

A1 =

⎛

⎜⎜
⎜
⎜
⎝

λ1 a12 a13 · · · a1k
λ2 a23 · · · a2k

. . . · · · ...
λk−1 ak−1,k

λk

⎞

⎟⎟
⎟
⎟
⎠
.

Let ϕ ∈ L. In this case Uϕ =
(
u
0

)
, u ∈ Ck,

〈ImAϕ,ϕ〉 = 〈ImA1u, u〉 ≤ ‖ ImAϕ1‖ · ‖u‖2 = ‖ ImAϕ1‖ · ‖ϕ‖2.
Since ImA ≥ 0, we have ImA1 ≥ 0, and so

‖ ImA1‖ ≤ tr ImA1 =
k∑

j=1

Imλj ≤ kh‖A‖.
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Thus,
〈ImAϕ,ϕ〉 ≤ kh‖A‖‖ϕ‖2 for ϕ ∈ L

implying that
‖ ImAϕ‖ ≤ kh‖A‖‖ϕ‖ for ϕ ∈ L.

Prove (5). Obviously, for ϕ ∈ L,
‖(A− λjIn)ϕ‖ ≤ ‖A1 − λjIk‖ · ‖ϕ‖.

We can estimate the norm of A1 − λjIk by the square root of the sum of squares of
modules of all its entries. The inequality ImA1 ≥ 0 ensures that all central minors
of second order of ImA1 are nonnegative, i.e., |aij |2 ≤ 4 Imλi Imλj . Hence,

‖A1 − λjIk‖ ≤
√

(k − 1)δ2‖A‖2 +
(k − 1)k

2
4h2‖A‖2

≤
√

(k − 1)(2k + 1)h‖A‖ ≤ √2kh‖A‖.
Therefore, we infer

‖(A− λjIn)ϕ‖ ≤ √2kh‖A‖ · ‖ϕ‖ for ϕ ∈ L.
Proceed with the proof of (6). Let ϕ ∈ L and ψ ∈M . Put

ϕ1 = (A− λ1In)ϕ,
ψ1 = (A− μ1In)ψ, ψ2 = (A− μ2In)ψ1, . . . ,

ψj = (A− μjIn)ψj−1, . . . , ψm = (A− μmIn)ψm−1 = 0.
It is immediate that

〈ImAϕ,ψj−1〉 = 1
2i

[(λ1 − μj)〈ϕ, ψj−1〉+ 〈ϕ1, ψj−1〉 − 〈ϕ, ψj〉].
Here j = 1, 2, . . . ,m; by convention ψ0 = ψ. Therefore,

|λ1 − μj | · |〈ϕ, ψj−1〉| ≤ 2|〈ImAϕ,ψj−1〉|+ |〈ϕ1, ψj−1〉|+ |〈ϕ, ψj〉|.
In view of (4) and (5), we conclude that

|λ1 − μj | · |〈ϕ, ψj−1〉| ≤ (2 +
√

2)kh‖A‖ · ‖ϕ‖ · ‖ψj−1‖+ |〈ϕ, ψj〉|.
It is easy to check that |λ1 − μj |2 − |λ1 − μj |2 = 4 Imλ1 Imμj , and so

|λ1 − μj | ≥ |λ1 − μj | ≥ d‖A‖.
Thus,

|〈ϕ, ψj−1〉| ≤ (2 +
√

2)kh
d

‖ϕ‖ · ‖ψj−1‖+
1
‖A‖d |〈ϕ, ψ1〉|.

Write out the last inequality for j = 1, 2, . . . ,m−1,m (recall that ψ0 = ψ and ψm = 0):

|〈ϕ, ψ〉| ≤ (2 +
√

2)kh
d

‖ϕ‖ · ‖ψ‖+
1
‖B‖d |〈ϕ, ψ1〉|,

|〈ϕ, ψ1〉| ≤ (2 +
√

2)kh
d

‖ϕ‖ · ‖ψ1‖+
1
‖B‖d |〈ϕ, ψ2〉|,

. . . . . . . . . . . .

|〈ϕ, ψm−2〉| ≤ (2 +
√

2)kh
d

‖ϕ‖ · ‖ψm−2‖+
1
‖B‖d |〈ϕ, ψm−1〉|,

|〈ϕ, ψm−1〉| ≤ (2 +
√

2)kh
d

‖ϕ‖ · ‖ψm−1‖.
Excluding the expressions |〈ϕ, ψj〉| subsequently and involving the estimates ‖ψj‖ ≤
‖B‖j‖ψ‖, we arrive at (6).

In conclusion we observe that a version of (6) for the case when all λj and all λj
coincide is proven in [1, p. 419].
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ON THE STATIONARY GALERKIN METHOD

FOR A NONCLASSICAL NONLINEAR

FORWARD–BACKWARD EQUATION OF THE

THIRD ORDER WITH RESPECT TO TIME

I. E. Egorov and E. S. Efimova

Abstract. In the cylinder Q = � × (0, T ) we examine a boundary value problem for
a nonclassical nonlinear forward-backward equation of the third order with respect to
time. The existence and uniqueness theorem is proven for this boundary value problem.
The stationary Galerkin method is involved. It is proven that every weakly convergent
subsequence uµ of a weakly compact sequence of approximate solutions um converges
weakly to a solution of the boundary value problem.

Keywords: stationary Galerkin method, approximate solution, a priori estimate

Introduction

Boundary value problems for forward-backward equations lie at the frontiers
of the theory of nonclassical boundary value problems for equations of mathemat-
ical physics. At present the studies of nonclassical boundary value problems for
nonlinear forward-backward equations are of a great interest. The reasons for this
fact are their applications in hydrodynamics, elasticity, and so on. By now, the
nonstationary Galerkin method was used mainly for solving boundary value prob-
lems for nonclassical equations while the stationary method was employed only for
elliptic-parabolic second order equations.

The study of boundary value problems for forward-backward equations began
with Gevrey’s articles [1, 2]. For the first time, nonlinear forward-backward parabolic
equations were considered by N. N. Yanenko in [3] for describing complicated motions
of a viscous fluid. Many articles (see, for instance, [4–8]) are devoted to nonclassical
forward-backward equations.

At present, there is no sufficiently complete theory of boundary value problems
for nonclassical equations of mathematical physics. Some results of the theory of
boundary value problems for a wide class of linear and nonlinear differential equa-
tions including parabolic, inverse parabolic, degenerate parabolic equations, forward-
backward parabolic equations, and stationary equations were announced in [9].

The stationary Galerkin method is a universal method widely applied to solving
boundary value problems for linear and nonlinear elliptic equations of the second

The authors were supported by the Ministry of Education and Science of the Russian Fed-
eration Within the Federal Target Program “Scientific and Pedagogical Personnel of Innovative
Russia” (Grant 14.132.21.1352) and partially by the State Maintenance Program of Research Ac-
tivities (Grant 4402).

c© 2014 Egorov I. E. and Efimova E. S.
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and higher orders. Some survey of fundamental results in this direction is presented
in the well-known monograph [10].

In 1940 G. I. Petrov [11] proposed a generalization of the stationary Galerkin
method for an ordinary differential fourth order equation. An approximate solution
to the problem is sought as the span of functions satisfying the boundary conditions.

Boundary value problems for forward-backward parabolic equations are studied,
for instance, in [12–18].

1. Statement of a Boundary
Value Problem and Some Spaces

In the cylinder Q = �× (0, T ) we consider the equation

Lu = Pu−
n∑

i=1

∂

∂xi
(|uxi |p−2uxi) + c(x)u = f(x, t), (1)

where p > 2,

Pu =
3∑

i=1

ki(x, t)Di
tu,

and the coefficients ki(x, t) and c(x) are sufficiently smooth functions.
Put

S±0 = {(x, 0) : x ∈ �, −k3(x, 0) ≷ 0}, S±T = {(x, T ) : x ∈ �, −k3(x, T ) ≷ 0}.
Boundary value problem. Find a solution to (1) in Q satisfying

u|ST = 0, (2)

u|t=0 = 0, u|t=T = 0, Dtu|S+
0

= 0, Dtu|S−T = 0. (3)

In what follows, we assume that k3(x, 0) > 0, k3(x, T ) < 0, x ∈ �. Generally,
(1) is a forward-backward equation.

Consider the Banach space

W 1
p (�) = {v : v ∈ Lp(�), vxi ∈ Lp(�), i = 1, n}

with the norm

‖v‖W 1
p (�) = ‖v‖Lp(�) +

n∑

i=1

‖vxi‖Lp(�),

and let
◦
W 1

p(�) be the closure of C∞0 (�) in the norm of W 1
p (�); let W−1

p′ (�) stand for

the dual space of
◦
W 1

p(�), 1
p + 1

p′ = 1, and Lp

(
(0, T ),

◦
W 1

p(�)
)

is the space endowed
with the norm

‖f‖ =
( T∫

0

‖f(t)‖p◦
W 1

p(�)
dt

)1/p

.

Given ϕ ∈ ◦
W 1

p(�), put

A(ϕ) = −
n∑

i=1

∂

∂xi
(|ϕxi |p−2ϕxi) + c(x)ϕ = A0(ϕ) + c(x)ϕ.

In this case ϕ �→ A0(ϕ) is bounded as an operator from
◦
W 1

p(�) to W−1
p′ (�) [7, 19].

Put β(τ) = |τ |(p−2)/2τ.
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2. Preliminary Lemmas

Let � be a bounded domain with boundary S of class C∞. Let a function ψ(x)
be such that

ψ ∈ C∞(�), ψ(x) > 0 for x ∈ �, ψ|S = 0,
∂ψ

∂n

∣∣∣∣
S

= 0.

In �, we examine the Dirichlet problem

−ψ�u+ μu = f, u|S = 0. (4)

Lemma 1 [7]. If f ∈ ◦
W k

2(�) then for sufficiently large μ there exists a unique
solution to (4) such that

u ∈ ◦
W k

2(�),
√
ψDαu ∈ L2(�), |α| = k + 1.

Let gk(t), k = 1, 2, . . . , be the eigenfunctions of the spectral problem

−d
2gk
dt2

= μkgk, gk(0) = 0, gk(T ) = 0, (5)

with positive eigenvalues μk such that

T∫

0

g2
k(t) = 1.

Let ξj(x) be a basis for
◦
W 1

p(�) such that ξj ∈
◦
W k

2(�) for sufficiently large k.
Assume that vkm(x) are solutions to the problem

−ψ�vkm + (λ+ μk)vkm = ξm, vkm|S = 0, (6)

where λ is a number and m = 1, 2, . . . .
Lemma 1 implies

Lemma 2 [7]. For sufficiently large λ > 0, (6) has the unique smooth solution
in �.

Put

Bϕ ≡ −∂
2ϕ

∂t2
− ψ�ϕ+ λϕ,

where λ is that of Lemma 2.

Lemma 3. There exists a basis {ϕj} of sufficiently smooth functions in Q such

that {Bϕj} form a basis for Lp

(
(0, T ),

◦
W 1

p(�)
)
.

The proof of Lemma 3 (which is similar to that of [7]) results from (5), (6),
Lemma 2, and the equality

B(vkm ⊗ gk) = ξm ⊗ gk,
where ⊗ is the direct product.
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3. The Main Result

Theorem 1. Assume that

k3(x, 0) > 0, k3(x, T ) < 0, x ∈ �,

f,
√
ψ
∂f

∂xi
∈ L2(Q), i = 1, n,

−k2 +
1
2
k3t ≥ δ > 0, −k2 +

3
2
k3t ≥ δ > 0,

n∑

i=1

((k3ψ)xi)
2 ≤ 1

4
δ2ψ,

and the coefficient c(x) > 0 is sufficiently large.
Then there exists a unique function u(x, t) satisfying (1)–(3) and such that

u ∈ Lp

(
(0, T );

◦
W 1

p(�)
)
,

ut, utt ∈ L2(Q), k3D
3
t u ∈ Lp′

(
(0, T );W−1

p′ (�)
)
,

utt(x, 0) ∈ L2(Q), utt(x, T ) ∈ L2(Q),
√
ψ
∂

∂xj
(|uxi |(p−2)/2uxi) ∈ L2(Q), i, j = 1, n,

√
ψvtxi ∈ L2(Q),

∂

∂t
(|uxi |(p−2)/2uxi) ∈ L2(Q), i = 1, n.

Proof. Approximate solutions to (1)–(3) are sought in the form

um(x, t) =
m∑

k=1

cmk ϕk(x, t)

from simultaneous nonlinear algebraic equations

T∫

0

(Pum +Aum, Bϕj)0 dt =
T∫

0

(f,Bϕj)0 dt, j = 1,m, (7)

where
(u, v)0 =

∫

�

uv dx, u, v ∈ L2(�).

First, we prove the existence of a function um ≡ v satisfying (7), relying upon
the inequality

T∫

0

(Pv +Av,Bv)0 dt ≥ c
{ T∫

0

[
v2
tt + v2

t +
n∑

i=1

|vxi |p +
n∑

i=1

(
∂

∂t
(β(vxi))

)2

+ψ
n∑

i=1

v2
txi

+
n∑

i,j=1

ψ

(
∂

∂xj
(β(vxi ))

)2]
dQ+

∫

�

[
v2
tt(x, 0) + v2

tt(x, T )
]
dx

}
, (8)

where c > 0.
Indeed,

∣∣∣∣

T∫

0

(f,Bv)0 dt
∣∣∣∣ ≤ c∗

[ ∫

Q

(
v2
tt +

n∑

i=1

v2
xi

)
dQ

]1/2
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with a constant c∗ > 0. Hence,

T∫

0

(Pum +Aum − f,Bum)0 dt ≥ 0,

whenever
∫
Q

(
u2
mtt+

∑n
i=1 |umxi |2

)
dQ is sufficiently large. In this case (7) is solvable

by Lemma 4.3 in [7, Chapter 1].
We have

T∫

0

(Pv +Av,Bv)0 dt =
6∑

k=1

Ik, (9)

where

I1 =
T∫

0

(Pv,−vtt)0 dt, I2 =
T∫

0

(Pv,−ψ�v)0 dt, I3 = λ

T∫

0

(Pv, v)0 dt,

I4 =
T∫

0

(A(v),−vtt)0 dt, I5 =
T∫

0

(A(v),−ψ�v)0 dt, I6 = λ

T∫

0

(Av, v)0 dt.

Transform Ik by using the conditions of the theorem and the available inequal-
ities in [7]. We have

I1 =
∫

Q

[
−
(
k2 +

1
2
k3t

)
v2
tt − k1vtvtt

]
dQ− 1

2

∫

�

k3v
2
tt dx

∣∣∣∣
t=T

t=0

≥ δ

2

∫

Q

v2
tt dQ+ C0

∫

�

[
v2
tt(x, 0) + v2

tt(x, T )
]
dx− C1(δ)

∫

Q

v2
t dQ, C0, C1(δ) > 0.

(10)

After transformations we infer

I2 =
∫

Q

{(
− k2 +

3
2
k3t

)
ψ

n∑

i=1

v2
txi
− vtt

n∑

i=1

(k3ψ)xivtxi

−1
2
(k1t − k2tt + k3ttt)ψ

n∑

i=1

v2
xi

+
1
2
�(k2ψ)v2

t

−
n∑

i=1

[(k3tψ)xivtt + (k2tψ)xivt − (k1ψ)xivt]vxi

}
dQ− 1

2

∫

�

k3ψ
n∑

i=1

v2
txi
dx

∣∣∣∣
t=T

t=0
.

Hence,

I2 ≥
∫

Q

[
δ

2
ψ

n∑

i=1

v2
txi
− δ

4
v2
tt − C2

(
v2
t +

n∑

i=1

v2
xi

)]
dQ, C2 > 0. (11)

Next,

I3 = λ

∫

Q

[(
− k2 +

3
2
k3t

)
v2
t +

1
2
(−k1t + k2tt − k3ttt)v2

]
dQ− 1

2
λ

∫

�

k3v
2
t dx

∣∣∣∣
t=T

t=0
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and thus
I3 ≥ λ

∫

Q

[
δv2

t − C3v
2] dQ, C3 > 0. (12)

We have

I4 =
4(p− 1)
p2

∫

Q

n∑

i=1

(
∂

∂t
(β(vxi))

)2

dQ+
1
2

∫

Q

c(x)v2
t dQ. (13)

After some transformations we conclude that

I5 =
T∫

0

(A0(v),−ψ�v)0 dt+
∫

Q

[
cψ

n∑

i=1

v2
xi
− 1

2
�(cψ)v2

]
dQ,

and so

I5 ≥ C4

∫

Q

ψ
n∑

i,j=1

(
∂

∂xj
β(vxi)

)2

dQ− C5

∫

Q

[ n∑

i=1

v2
xi

+ v2
]
dQ, C4, C5 > 0. (14)

We have

I6 = λ

∫

Q

[ n∑

i=1

|vxi |p + c(x)v2
]
dQ. (15)

In view of (10)–(15) and (9), we obtain

T∫

0

(Pv +Av,Bv)0 dt ≥
∫

Q

{
δ

4
v2
tt + λ

n∑

i=1

|vxi |p +
[
δ

2
ψ

n∑

i=1

v2
txi

+
4(p− 1)
p2

n∑

i=1

(
∂

∂t
β(vxi)

)2

+ C4ψ
n∑

i,j=1

(
∂

∂xj
β(vxi)

)2]
− (C2 + C5)

n∑

i=1

v2
xi

+
(
λδ +

1
2
c(x)− C1 − C2

)
v2
t + [λ(c(x) − C3)− C5]v2

}
dQ. (16)

Basing on the inequalities
∫

Q

v2 dQ ≤ k1

∫

Q

n∑

i=1

v2
xi
dQ,

∫

Q

n∑

i=1

v2
xi
dQ ≤ k2

∫

Q

n∑

i=1

|vxi |p dQ, k1, k2 > 0,

and (16), we arrive at (8) for

c(x) ≥ C3, λδ ≥ C1 + C2, λ > C5k1k2 + (C2 + C5)k2.

Demonstrate that (8) ensures the existence of a solution to (1)–(3). Indeed, (8)
implies that the sequence um (respectively, umt and umtt) is bounded in Lp

(
(0, T );

◦
W 1

p(�)
)

(respectively, in L2(Q)), the sequences umtt(x, 0) and umtt(x, T ) are bound-
ed in L2(�), and

∂

∂t
(β(umxi)),

√
ψ

∂

∂xj
(β(umxi)),

√
ψumtxi are bounded in L2(Q). (17)
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Thus, the sequence
∣∣∂um

∂xi

∣∣p−2 ∂um

∂xi
is bounded in Lp′(Q). Let G be an arbitrary

domain in � such that G ⊂ �. In view of (17), the sequence β(umxi) is bounded
in W 1

2 (G× (0, T )). By compactness of the embedding of W 1
2 (G× (0, T )) in L2(G×

(0, T )), there exists a subsequence uμ of um such that

uμ → u weakly in Lp

(
(0, T );

◦
W 1

p(�)
)
,

uμt → ut, uμtt → utt weakly in L2(Q),

uμtt(x, 0)→ χ0(x), uμtt(x, T )→ χ1(x) weakly in L2(�),

β(uμxi) converge almost everywhere in Q,

∂

∂t
(β(uμxi))→ ξi weakly in L2(Q),

√
ψ
∂

∂xj
(β(uμxi))→ ηij weakly in L2(Q),

|uμxi |p−2uμxi → ηi weakly in Lp′(Q).

Thereby, the monotonicity of β(τ) implies that the subsequence uμxi converges al-
most everywhere in Q. Lemma 1.3 in [7, Chapter 1] yields

ξi =
∂

∂t
(β(uxi)), ηij =

√
ψ
∂

∂xj
(β(uxi)), ηi = |uxi|p−2uxi.

In this case A0(uμ)→ A(u) in Lp′((0, T );W−1
p′ (�)), and (7) ensures that

T∫

0

[
(−utt, (k3Bϕj)t)0 +

( 2∑

i=1

kiD
i
tu+Au,Bϕj

)

0

]
dt =

T∫

0

(f,Bϕj)0 dt, j = 1, n.

(18)

Since {Bϕj} is a basis for Lp

(
(0, T );

◦
W 1

p(�)
)
; therefore, (18) implies that u(x, t)

meets (1) and the boundary conditions (2), (3) and, moreover, k3D3
t u ∈ Lp′

(
(0, T );

W−1
p′ (�)

)
.

By the trace theorems [20, Chapter 1], the traces utt(x, 0)utt(x, T ) exist such
that utt(x, 0) = χ0(x) ∈ L2(�) and utt(x, T ) = χ1(x) ∈ L2(�).

Proceed with the proof of uniqueness in Theorem 1. Let u1 and u2 be two
solutions to the boundary value problem (1)–(3) from the class of Theorem 1. We
have

Pu+A0(u1)−A0(u2) + c(x)u = 0,

where u = u1 − u2. The inequality (A0(u1)−A0(u2), u1 − u2)0 ≥ 0 yields
∫

Q

[
δu2

t + (c(x) − C3)u2] dQ ≤ 0.

Hence, u = 0 whenever c(x) ≥ C3. Theorem 1 is proven.

In the proof of Theorem 1 we apply the stationary Galerkin method. We could
not however establish an estimate of the error u− um in Lp

(
(0, T );

◦
W 1

p(�)
)

due to
the strong nonlinearity of A0u.
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EQUATIONS OF IDENTIFICATION METHODS

FOR LINEAR DIFFERENTIAL EQUATIONS

A. O. Egorshin

Abstract. We consider a variational approach to identification of stationary linear dy-
namical models and compare it to other available approaches to estimating the coeffi-
cients of linear models of dynamical objects using the results of observations: orthogonal
regression and algebraic identification methods. We express the estimates that are pro-
vided by these methods as functions of the length of the observation interval.

Keywords: dynamical piecewise-linear approximation, variational identification, alge-
braic identification, orthogonal regression, dynamical model, real-time identification

1. Introduction

Identification is a term for estimating the parameters of differential or difference
equations of some dynamical process, which could be designed, studied, controlled,
predicted using experimental or synthetic (initial) data. Sometimes this term is
applied to estimating the characteristics of an integral description of a dynamical
object, for instance, its momentum function or Green’s function.

This article addresses variational parametric problems of identification and
mathematical modeling, namely, estimating the coefficients of differential and differ-
ence equations of a certain class. We obtain nonlinear difference equations for some
estimates for these equations as functions of the length of the observation interval
of the object of identification. The class of models we use consists of ordinary linear
differential or difference equations with constant coefficients on the finite interval
under study (autonomous equations).

The identification problems, i.e., constructing mathematical models and esti-
mating their characteristics with the use of initial data related to the object we
study, are classified as inverse modeling problems in contrast to direct problems of
simulation, which means reproducing the behavior of the processes modelled using
specified descriptions of it, often approximate. We refer to inverse modeling problems
as mathematical modeling. While stating the problems of mathematical modeling,
the preliminary choice of the class of models is one of the methods for regularizing
ill-posed inverse problems of reconstructing the operators of actual physical objects.

Identification refers sometimes to some special class of problems: the mathemat-
ical problems of estimating the characteristics of dynamical objects with stochastic
initial data [1, p. 242]. In particular, these are the problems of mathematical mod-
eling in which the models of measurement errors as random variables or processes
are also given. In these problems the structure (the form of equations) of the object

The author was supported by the Russian Fund for Basic Research (Grant 13–01–00329) and
Siberian Division of the Russian Academy of Sciences (Interdisciplinary Project No. 80).

c© 2014 Egorshin A. O.
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is assumed to be known and coincide with the structure of the model. In these
estimation problems, a rigorous study of the statistical properties of estimates is
possible at least in principle. We use the term “identification” in a wider sense: as
the mathematical modeling of dynamical objects or processes with unknown and
possibly more complicated description than the assumed model. This is obviously
typical in most applications.

Therefore, the problems of constructing mathematical models with undeter-
mined errors in initial data are of great practical value. These are errors for which
mathematical models are absent. As a rule, for these errors there are no theoreti-
cal methods for studying the results (properties of estimates) in the corresponding
estimation and optimization problems. An important kind of undetermined errors
are those related to the property that the object is, as a rule, more complicated
than the model. This causes inevitable structural errors of the representation of the
dynamical process under study by even the best model of the chosen class in the
absence of measurement errors.

For both random measurement errors and inevitable undetermined errors, in par-
ticular structural errors in the initial data, it is natural to pose the corresponding
optimization problems of mathematical modeling as problems of approximating the
object by a model in a certain class. This is how we pose them in this article.

Most often, in particular for analytical reasons, we use the mean-square criteria
for the quality of approximation of an object by a simpler model [2, p. 10, p. 16,
p. 201; 3, 4]. Furthermore, the problems of mathematical modeling and identification
become problems of projection onto (seeking the nearest element of) certain admis-
sible sets of the model in the corresponding Euclidean or Hilbert space of initial
data [5].

2. Notation

Suppose that on the interval It = [0, t] of observation with the uniform h-
mesh Ih of L + 1 points τi = ih, for i = 0, L, (i.e., L = t

/
h) there are specified

readings yi = y(τi), possibly with uncontrollable errors of measurement and/or
structure (see above), of some solution y(τ) for τ ∈ It to a differential equation or
a certain dynamical process under study. The readings constitute a vector y = yL =
{yi}L0 ∈ E = EL = EL+1 or a finite sequence y ∈ l2[0, L] = l2. In the square norm
on E and l2; i.e., when

‖y‖2 =
L∑

0

|yi|2,

these are equivalent objects.
Denote the inner product of x and y in E and l2 by 〈y,x〉 = 〈y,x〉R = x∗Ry,

where R is a positive definite selfadjoint matrix; the latter we express as R > 0.
The involution x∗ is the composition of the two involutions: the matrix transpose
and complex conjugation. The symbol x′ indicates an element of the dual space E′.
Then, x′ = x∗R = 〈·,x〉. The operators K : E → E satisfy K ′ = R−1K∗R. Assume
for simplicity that R = IL = I is the identity matrix. Then, 〈y,x〉 = y′x = x∗y and
x′ = 〈·,x〉 = x∗; moreover, K ′ = K∗. Put ‖y‖2 = ‖y‖2=〈y,y〉 = y′y = y∗y.

Define functionals on E via the inner product. Denote the standard basis vectors
for E by ei and for E′, by e′i = 〈·, ei〉 = e∗, for i = 0, L. Then the components yi of
a vector y = {yi}L0 ∈ E are defined as yi = 〈y, ei〉 = e′iy = e∗iy.

Agree on the notation for vectors and matrices as sets. The constructs of the
form {xi}mk stand for column vectors, |xj |nl or |xl, . . . , xn| for row vectors, while
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{xij}mn
kl for matrices (i the row index) of a set of components of the form x. If the

elements xi in {xi}mk are row (n− l+ 1)-vectors, while xj in |xj |nl or |xl, . . . , xn| are
column (m− k + 1)-vectors, then both constructs amount to the matrix {xij}mn

kl .
Denote by Ek,l = |ek, . . . , el| = |ei|lk the matrix of size (L + 1) × (l − k + 1)

consisting of the corresponding basis vectors in E. This is also the operator Ek,l :
El−k+1 → E. The collection of the corresponding basis vectors in E′ is the matrix
{e′i}lk of size (l − k + 1) × (L + 1). This is also the operator E′

k,l
: E → El−k+1.

Assume that ei are the standard unit basis vectors with 1 in slot i and 0 elsewhere:
ei = {δi,j}L0 (here δi,j is the Kronecker symbol). Then we can write Ekl = Ekl.

Since we have agreed that R = I, it follows that E0,L = E = E = IL = I is the
identity matrix of size L + 1, while

E
′
k,l

= E∗
k,l

= |0l−k+1,k, Il−k+1, 0l−k+1,L−l| : E → El−k

is the so-called excision matrix. Use the notation 0k,l for the zero matrix of size
k× l and 0k for the zero vector of length k. Introduce also the operator of downward
translation as I1ek = ek+1. Its matrix is I1 = {δi−1,j}L0 ; furthermore, I∗ = I−1. We
can also define the translation operator as syk = yk+1. Clearly, I−1 = s.

3. A Variational Problem of Approximation

The problem of mathematical modeling of a process y is posed as a variational
problem of its dynamical piecewise-linear approximation. This refers to the problem
of best mean-square approximation to the function y on a finite interval by a function
ŷ satisfying on this interval the linear difference equation

Dŷ = Dαŷ =
{ n∑

i=0

ŷk+iα
∗
i

}N

0
= 0 =

{ n∑

i=0

〈ŷ, Iiekαi〉
}N

0
, N = L− n, (1)

with constant coefficients.
Given n local conditions (initial conditions [y]0 = {yi}n−1

0 , terminal conditions
[y]N+1 = {yi}LN+1, or other coordinates in kerD) which determine the projection
ŷα ∈ kerDα ⊂ E, as well as the coefficients α∗ = |α∗i |n0 = |α∗0, . . . , α∗n| of (1) of the
process ŷ, we minimize the distance

J = J(ŷ) = ‖y− ŷ‖2 = ‖y − ŷ‖2E = ‖y − ŷ‖2l2 =
L∑

0

|yi − ŷi|2. (2)

The problem (1), (2) generalizes the classical n-polynomial approximation prob-
lem which also involves criterion (2), but the minimization condition uses

�nŷ = 0 =
n∑

0

ŷk+i(−1)n−iCi
n

instead of (1). This equation with given coefficients is a particular case of (1) with
α∗� = |(−1)n−iCi

n|n0 .
The vector α ∈ ω, where ω is an admissible set for the values of α, is estimated

in (1), (2) as a direction in En+1. If αn 	= 0 then we may assume that αn = 1. Then,
ω ⊂ G = {ϑ ∈ En+1 : ϑn = 1} and the coefficients ᾱ∗ = |α∗i |n−1

0 = |α∗0, . . . , α∗n−1|
are the estimated parameters in problem (1), (2). It is more robust to normalize the
coefficient vector to the unit length, ‖α‖ = 1, as it requires no a priori assumptions
of this sort. Then, ω ⊂ S = {ϑ ∈ En+1 : ‖ϑ‖ = 1}.
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Minimizing the functional (2) for a specified coefficient vector α of (1) is called
the smoothing problem. Minimizing the functional (2) also with respect to α is called
the identification problem.

We call (1), (2) the dynamical piecewise-linear approximation problem. Observe
that if the original realization y is the precise readings of some solution to the
differential equation

n∑

i=0

ŷ(i)a∗i = 0

on the interval It then Ĵ = 0 and ŷ = y, and so problem (1), (2) amounts to the
variational method (in contrast to the analytical method based on the Hamilton–
Cayley theorem) for uniform (on It) discretization of this differential equation [5, 6].

The space E 
 y is called the space of initial data; the subspace � = �α =
kerDα ⊂ E of dimension n, the kernel of the operator D, is called the subspace of
the model. Refer to the vector y as the original realization, to the vector ŷ as the
smoothed realization, and to the vector ŷα as the optimal smoothed realization. It
yields the minimum of (2) for the specified value of α in (1).

In the problem (1), (2), introduce a parameter M ≤ L that is related to the
length M + 1 of the initial segment yM = {yi}M0 of the original realization y,
where M = L0, L. Here L0 + 1 ≥ 2n is the length of some initial segment for
which the solution to (1), (2) can exist and be unique. Henceforth we refer to the
corresponding subproblems (1), (2) with parameter M as M -problems, denote their
solutions by ŷα̂(M) and α̂(M) and call them (partial) M -solutions.

One of the goals of this article is to obtain approximate difference equations for
the vector function α̂(M), where M = L0, L (Section 8). See Remark 2 concerning
the minimal value 2n of L0 + 1.

Lemma 1. In order to obtain partial M -solutions, for M ≤ L, in (1), (2) it is
necessary and sufficient to put L = M and M = L0, L in (1).

Proof. If L = M in (1) then restrictions (1) on the readings ŷi for i = M + 2, L
are absent. Consequently, ŷi = yi for i = M + 2, L. Thus, ‖ · ‖E = ‖ · ‖EM+1. �

By this property, while stating and solving the M -problems (1), (2), we need not
pass from E = EL to EM with M < L, but can solve the problems in E by putting
L = M in (1). In this case we denote by K = M − n the number of conditions (1),
where M = L0, L, and K = N0, N with N0 = L0 − n ≥ n− 1 and L0 ≥ 2n− 1.

In this article we deal with real equations: the coefficients αi for i = 0, n and
the readings yl and ŷl for l = 0, L in (1), (2) are assumed to be real scalars.

4. An Orthogonal Projection Problem

To express the variational problem (1), (2) as a projection problem in the Eu-
clidean space E, express the condition (1) of minimization of (2) in matrix form.
We can do this in two fundamentally (as becomes clear below) different ways. They
are essential for solving (1), (2).

Use the special translation matrices that are formed by the coefficients and
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readings:

A = AN =

∣
∣∣
∣
∣
∣
∣
∣∣
∣
∣

α0 0 0
...

. . . 0
αn . . . α0

0
. . .

...
0 0 αn

∣
∣∣
∣
∣
∣
∣
∣∣
∣
∣

, V = VN =

∣
∣
∣∣
∣
∣
∣
∣∣
∣
∣
∣

y0, y1, . . . , yn−1, yn
y1, y2, . . . , yn, yn+1
y2, y3, . . . , yn+1, yn+2
y3, y4, . . . , yn+2, yn+3
...

... . . .
...

...
yN , yN+1, . . . , yL−1, yL

∣
∣
∣∣
∣
∣
∣
∣∣
∣
∣
∣

(3)

This is a band Toeplitz matrix A = AN = A(α) (Â = A(α̂)) of size (L + 1) ×
(N + 1). Henceforth, call A = A(α) = Aα = AN the matrix of the sliding vector α
(or MSV α):

A = AN = Aα = AN (α) = |η0, η1, . . . , ηN | = |ηi|N0 , (4)

where ηk = Ikη0 ∈ EL+1 and η0 = |α∗, 0∗N |∗. Since the MSV α is formed by
an (n + 1)-vector, the number N + 1 of its columns is less by n than the number of
rows. If the generating vector of the MSV, for instance λ, is of size N + 1 then the
MSV λ is a matrix of size (L+1)× (n+1), i.e., the number n+1 of its columns is N
less than the number of its rows. Both A(α) and �(λ), as well as the matrices AK ,
occur below. The second matrix is the MSV of the vector of Lagrange multipliers.
In Theorem 2 it determines a realization of the “errors” �yα = y − ŷα. In the M -
problems with M < L the relation between the numbers of rows and columns is
different. The columns of the MSV constitute special bases for certain subspaces of
E = EL+1. By Lemma 2, in the M -problems it is unnecessary to pass to the space
of realizations of the lower dimension M + 1.

The second special matrix in (3) is the Hankel matrix V = VN = V (y) of size
(N + 1)× (n + 1). The columns of V ∗ are the vectors

vk = {yi}k+n
k = [y]k(n+1), k = 0, N,

of readings of the original realization y. The columns v̂k for k = 0, N of the matrix
V̂ ∗ = V ∗(ŷ) are the (n+1)-samples [ŷ]k(n+1) = {ŷi}k+n

k of readings in the smoothed
realization ŷ. They constitute the model (1).

Introduce the discrepancy vector of (1). This is the (N + 1)-vector of values of
the operator D = Dα of (1) on the original realization y:

m = mα = Dαy = {α∗[y]k(n+1)}N0 = {α∗vk}N0
= {〈vk, α〉En+1}N0 = {〈y, ηk〉E}N0 ∈ EN+1.

(5)

Lemma 2. The image m = Dαy of the real operator Dα of (1) on the original
real realization y satisfies the identities [3, 5]

m = A∗y = V α or m = 〈y, A〉 = 〈α, V ∗〉En+1 . (6)

Here and henceforth the vector and matrix arguments in inner products stand
for the vectors and matrices of inner products of vectors and column vectors of
matrix arguments.

The following theorem and its corollaries are now obvious.

Theorem 1. Problem (1), (2) is a parametric projection problem in E:

minimize ‖y− ŷ‖2 provided that A∗ŷ = 0 = V̂ α, (7)

where the two conditions are equivalent in E.
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Corollary 1. The variational projection problem (1), (2), or the constrained
minimization of (2), is the problem of seeking the nearest element in the set

� = {� ⊂ E : � = �α = kerDα, α ∈ ω}
of admissible subspaces � (the admissible values of the coefficient vector α deter-
mined by the set ω). They are the orthogonal complements S⊥ ∈ E to the closed
linear spans S = S(A) = Sα, where A = Aα is the MSV α of the coefficients of the
difference equation (1).

Corollary 2. If M − n = K ≤ N then in the M -problem A = AK = |ηi|K0 is
a matrix of size (L+ 1)× (K + 1) and V is a matrix of size (K + 1)× (n+ 1), while
(1) or (7) impose K + 1 ≤ N + 1 conditions on the realization ŷ of length L + 1.

Two types of condition (1) in problem (1), (2) specified in (7) enable us, firstly,
to easily differentiate these conditions with respect to the two types of variables of
this problem: the smoothing ŷ and the identification α. Secondly, they enable us
to compare (1), (2) to the available simpler problem of estimation and identification
in En+1. We do this in the next section.

We can use the “complete” (n + 1)-samples v̂k = [ŷ]k(n+1), for k = 0, N (the
columns of V̂ ∗), as well as “short” n-samples ˆ̄vk, the n-vectors of states [ŷ]k(n), to
express (1) as

Dαŷ = {α∗[ŷ]k(n+1)}Nk=0 = {α∗v̂k}Nk=0 = 0 (8)

or

ŷk+n = −
n−1∑

0

ŷk+iαi = −ᾱ∗ [ŷ]k(n) = −ᾱ∗ˆ̄vk, k = 0, N, (9)

where
[ŷ]k(n+1) = {ŷi}k+n

k = v̂k, [ŷ]k(n) = {ŷi}k+n−1
k = ˆ̄vk. (10)

The short n-samples [ŷ]k(n) = vk, where k = 0, N + 1, are the states of the
model (1). In view of the recursive form (9) of (1), they enable us to calculate
the realization ˆ̄y = ˆ̄yN = {ŷi}Ln successively, starting with the initial conditions
[ŷ]0 = [ŷ]0(n), provided that αn = 1, i.e., α ∈ G ⊃ ω. The boundary state [ŷ]N+1(n)
corresponds to k = N + 1. Its prediction for the reading ŷL+1 using (9) lies outside
the observation interval It = [0, Lh].

Therefore, in the minimization conditions of (7) we can express the Hankel
matrix V of (3) of samples of size (N + 1)× (n + 1) as

V = VN = {v∗k}Nk=0 = {[y]∗k(n+1)}Nk=0

−→ V = {v∗k, yk+n}Nk=0 = {[y]∗k(n), yk+n}Nk=0 = |V ,y|, (11)

where

V = V N = {[y]∗k(n)}Nk=0 ∈ ((N + 1)× n), y = yN = {yi}Ln −→ ˆ̄y = −V̂ ᾱ. (12)

The matrix V̂ of short samples ˆ̄v∗k is the matrix [ŷ]∗k(n) of states of the model (1)
in the observation interval It on the mesh Ih (except for the last for k = N + 1).
These states determine in (9) the components of the realization ˆ̄y, the last column
of the matrix V̂ : ˆ̄y = −V̂ ᾱ of (12).
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5. Alternative Approaches

Let us indicate two alternative approaches to estimating the coefficients of (1).
The first, called algebraic identification (AI), involves the minimization of a certain
discrepancy functional m = V (y)α of (8). The algebraic approach includes nu-
merous and diverse groups of relatively simple methods of identification of models
without feedback (unclosed identification) [3, 6]. The algebraic approach is the sim-
plest and best-known approach to the identification of objects of the form (1) since
half a century ago, when the capabilities of computers were minimal. The second
approach involves the minimization of the discord of samples (Levin’s method [1,
p. 294]). There are similar approaches to estimation (when the matrix of the system
is regarded as perturbed by errors) called the orthogonal regression method (OR) [2,
p. 287] and the total least squares method (MLS).

Denote by ‖V ‖2 = Sp(V ∗V ) the squared norm of a matrix V . We can compare
the three approaches (VI, OR, and AI) to estimating the coefficients of (1) intuitively
and concisely using the simple table:

approach criterion conditions

VI Jvi = ‖y − ŷ‖2 A∗ŷ = 0 = ̂V α

OR Jor = ‖V − ̂V ‖2 ̂V α = 0

AI Jai = ‖V (ŷ)α‖2 y − ŷ = 0 (13)

The definitions (13) immediately imply the following claims.

Lemma 3. (a) In problem VI we project one realization y ∈ E = EL+1 of
length L + 1 onto a dimension n subspace of E. In problem OR we project N + 1
samples vk of length n + 1 onto the dimension n subspace α⊥ of En+1.

(b) In problems OR and AI we regard the rows of the matrix V , which are
complete (n+1)-samples of readings contained in y, as independent vectors in En+1.

(c) Problem OR is the sum of N + 1 independent (n + 1)-problems VI for the
rows of V with one estimated vector α.

Proof. The first claim is obvious from the first two rows of (13). The second
claim follows since we can reorder the rows of V in problems OR and AI in (13)
arbitrarily without changing the results of solving these problems. In problem VI the
Hankel structure of not only the original matrix V of samples, but also the smoothed
matrix V̂ is uniquely determined by the property that the readings of the smoothed
realization ŷ are uniquely ordered by the optimization criterion (the distance in E)
and the Toeplitz matrix A∗ in the leftmost identity in (13) VI (Lemma 2). The third
claim follows since in problem VI one (L + 1)-realization in E = EL+1 projects to
the subspace S⊥(A) ⊂ E of dimension n, while in problem OR a “cloud” [2, p. 20]
of N +1 vectors in En+1 (the columns of V ∗) independently project to the subspace
S⊥(α) = α⊥ ⊂ En+1 (of dimension n as well). �

Corollary 1. In Problem VI, to determine the transitional process (smoothed
realization) ŷ of length L + 1, it is necessary and sufficient to optimize n variables:
the n-vector of its initial conditions (or arbitrary other local conditions if α0 	= 0).
In problem OP of projecting N +1 samples En+1 onto α⊥, the number of optimized
initial conditions equals (N + 1)n.

Proof. The number of optimized variables for smoothing VI and OR is easy
to calculate using (9) and the form of V . �
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Definition 1. A model M(α, ŷ) is called closed (with feedback) whenever its
representation of the realization ŷ in the space E of initial data y is the solution to
an initial value problem.

Corollary 2. (a) In problem AI (13) the original realization of y is regarded
as an “output” of the model. Smoothing is absent. The optimized parameters are ᾱ.

(b) The output errors as discrepancy m = V α of (5) are transferred to the
input of the model.

(c) the model M(α, ŷ) of AN (14) lacks feedback.
Proof. As (13) implies, the AI methods use as a model for reading the re-

alization yN (see (11) and (12)) the algebraic relation called the perturbed sliding
average:

yk+n = −
n−1∑

0

yk+iαi + mk+1, k = 0, N. (14)

Minimize with respect to ᾱ the “input” of (14); i.e., ‖m‖2EN+1. The errors in
the original realization of y are absent. Thus, no smoothing problem appears here,
and so the calculation of ŷ proceeds.

(b) The relation (14) looks similar to the model (1) in the form (9), but has
different physical and informational meanings. The errors in the original realiza-
tion y in this model carry over to its “input” m, a suitable functional of which is to
be minimized. This follows from (13) and (14).

(c) From the statement of problem AI in (13) together with (14), it is clear that
the original realization y, used as the output sequence of (14) is not a solution to
the initial value problem. The inverse relation, used in (9) to solve the initial value
problem for (8), in (14) is “destroyed” by an arbitrary sequence, the discrepancy m.
It is used as the input of the model (14). �

To transfer errors from output to input is incorrect for a physically realizable
operator. This leads to the low stability of the AI methods with respect to errors in
the original data. The relative simplicity of the use and analysis of AI methods is
their characteristic feature. For instance, using (11) and (12), we obtain from (14)
the inconsistent system V α ≈ 0 and the corresponding MLS estimates that minimize
the discrepancy m = V (y)α of (6) and (13):

V α = m ≈ 0 −→ y ≈ −V ᾱ −→ ᾱ = −(V ∗V )−1V
∗y. (15)

Remark 1. These estimates are known to be biased due to errors in V [1,
p. 283]. Thus, processing the original realization y for decrease in the errors in it
usually precedes the methods of AI. The best processing method is to apply a model
most adequate for the process under study. In our case this is model (1). Precisely
joint smoothings y and estimation α are performed in problem VI. This is also done
in problem OR, but for the row {v∗i }N0 of V .

Remark 2. Definitions (11) and (12) together with (15) imply that L0+1 ≥ 2n
in Lemma 1. Here 2n is the minimal number of readings necessary for calculating
certain estimates of the coefficient vector ᾱ using (15). These readings must be
such that the square matrix V n−1 of size n × n is nondegenerate (see (12)). For
this minimal number of readings of this type, three estimates in (13) coincide. We
calculate them using the formula ᾱ = −V −1

n−1[y]n(n).

The estimates α̂(M) of all partial M -problems (1), (2) VI, OR, and AI coincide
not only for L = 2n (and a nondegenerate matrix V n−1), but in one more case.
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Lemma 4. Assume that some realization y is an exact solution to the difference
equation (1) with L = M and some coefficients α = |α0, . . . , αn−1, 1|. In addition,
assume that for this solution the initial matrix of samples V n−1 is nondegenerate.
Then the solutions to identification problems VI, OR, AI (13) for M = L0, L coincide
and can be obtained using (15).

Proof. These assumptions yield V α = V̂ α = 0 because ŷ = y. It is clear
from the table in (13) that the conditions for minimization of both VI and OR are
fulfilled, all functionals Jvi, Jor, and Jai are minimal and vanish on the solution α.

In the hypotheses of the lemma, for all M = L0, L the matrices of samples VK

for K = M − n are of rank n. Thus, the solution (15) is unique for all problems
in (13). �

6. An Analytical Solution of Problem VI

Two n-vectors of independent variables, for instance [ŷ]0 and α, of problem
(1), (2) determine two stages of optimization. The first stage, smoothing, requires
no search, as we calculate the smoothed realization ŷα for a specified coefficient vec-
tor α using orthogonal projection formulas. The second stage, identification, involves
search. In the framework of analytical solution, in this section we obtain an expres-
sion for the identification functional, whose unconstrained global minimum yields
the solution to the identification problem in the approximation problem (1), (2).

The formulas of orthogonal projection to a subspace when a basis is chosen for
it or its orthogonal complement are well-known. We can easily deduce them from
the statement of problem (1), (2) as (7). Denote by C = CN = 〈A,A〉 the Gram
matrix of the system of vectors A = AN .

Theorem 2. (a) The method of Lagrange multipliers (LM) yields orthogonal
projection formulas in problem (1), (2); the vector of LM equals λ = C−1〈y, A〉.

(b) Denote by  the projection onto kerDα = �α = S⊥ = S(A⊥), and by
P = P (A) = I −  the projection onto S = S(A) = E � �α, where N = L − n.
Then we can express the smoothed realization ŷα = ŷα(L) and the perpendicular
�yα = y − ŷα as

ŷα = y,  = α = N = I − P, P = Pα = PN , �yα = y − ŷα = Aλ = Py,
(16)

where

P = P (A) = A〈A,A〉−1〈·, A〉 = AC−1A∗, C = 〈A,A〉 = A∗A. (17)

(c) the partial M -solutions ŷα(M) and �yα(M) to the M -problem (1), (2) in
(16) and (17) satisfy A = AK ,  = K , and P = PK , where K = M−n = L0 − n,N .

The next theorem provides important formulas for the squared length of the
perpendicular �yα = y − ŷα.

Theorem 3. The value Ĵ of J of (2) at the projections ŷα of (16) of the original
realization y of length L + 1 onto the subspace

�α = kerDα = S⊥ ⊂ EL+1,

the kernel of the difference operator Dα of the model (1), is determined by

Ĵ = Ĵα = ρ2(α) = ρ2
N = ‖�yα‖2 = 〈y, �yα〉 = 〈y, P (A)y〉 = m∗C−1m. (18)
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Corollary 1. The length ρ = ‖�yα‖ = ρ(α) of the perpendicular �yα =
y− ŷα is independent of the smoothing parameters of problem (1), (2) and depends
only on the coefficient vector α.

Refer to the function ρ2(α) = Ĵ(α) of α in (18) as the identification functional.

Corollary 2. (a) The optimization problem of the model (14) with respect
to its coefficient vector α and the equivalent problem AI in (13) become equivalent
to problem VI (1), (2) in (13) when the norms in the space EN+1 of discrepancies
V α = m ∈ EN+1 are defined as ‖ ∗ ‖C−1 , where C = C(α) is the Toeplitz Gram
matrix of the system of vectors A(α) of (3) in the projection formulas (17) and (18)
of Theorem 2.

(b) Then the criteria for minimization of the discrepancy m ∈ EN+1 of op-
timization problem AI in (13) of the coefficients α of (14) are the identification
functionals in EN+1: ‖V α‖2C−1 = ‖m‖2C−1.

Proof. Theorem 3 reduces the variational identification problem (13) to the
problem of unconstrained minimization of the identification functional (18). The
form of this functional implies the corollary. �

Theorem 4. The optimization problem of the unknown coefficients of the dif-
ference equation in the variational approximation problem (1), (2) reduces to the
unconstrained minimization problem for the identification functional

ρ2(α) = J(ŷα) = Ĵ = 〈A,y〉〈A,A〉−1〈y, A〉 = y∗A(A∗A)−1A∗y (19)

in E = EL+1.
The equalities of Theorem 4 and the identities of Lemma 2 lead to the following

result.

Theorem 5. (a) We can also express the identification functional, defined in
Corollary 2 of Theorem 3 as a functional on EN+1, and in Theorem 4 as a functional
on E = EL+1, as a functional on the sphere in En+1.

(b) We can express it as a quadratic form with identifying matrix Q(α) which
is nonconstant with respect to α on the sphere S(c) = {α ∈ En+1 : ‖α‖ = c}:

Ĵ = Ĵvi = Ĵα = ρ2
α = α∗Qα = Ĵα(L), (20)

where
Q = Qvi = Q(α) = V ∗(A∗A)−1V = V ∗C−1V.

Refer to a vector α̂ = α̂(M) = argmin Ĵα(M) = Ĵvi on which the identification
functional attains its global minimum as a solution to the partial variational identi-
fication M -problem (1), (2) for the realization of length M + 1, where M = L0, L.

Remark 3. In problem OR of (13) we have the following analogy with (20)
[3, 5, 7]:

Ĵor = α∗Qorα, Qor = V ∗V/‖α‖2.

7. Equations of Smoothing and Filtering

As we realize the solutions obtained, the following questions arise: to find the
minimum of the identification functional Ĵα(M) and, if the length of the realiza-
tion L (the number N = L − n) is large, to invert the Gram matrix C. Suitable
recursive algorithms (with respect to M) rely on the equations of the two-sided
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(counter) Gram–Schmidt orthogonalization [5, 7–9]. Below we give the equations for
successively solving the M -problems (1), (2) for M = L0, L.

Introduce the projections Pk,l onto the subspaces Sk,l = S(Ak,l), the closed
linear spans of the listed columns of the matrix A, namely, Ak,l = |ηk, . . . , ηl|. Put
P0,k = Pk, A0,k = Ak, and S0,k = Sk. Use similar indices at the projections
k,l = I − Pk,l and 0,k = k onto the orthogonal complement in �k,l to the
subspaces Sk,l. Clearly, −1 = I and P−1 = 0.

Define the orthogonalizing vectors fk and f̃k, for k = 0, N , of the opposite
(forward and backward) processes in the Gram–Schmidt orthogonalization of the
system of vectors Ak. In M -problems the vectors fk, where k = 0,K and K = M−n,
determine the chain of projections K , for K = 0, N , of M -problems (1), (2). Here
K + n = M = L0, L.

By the definition of the processes of successive orthogonalization [7],

fk = k−1ηk −→ k = I −
k∑

0

fi〈fi, fi〉−1〈·, fi〉, k = 0, N, f̃k = 1,kη0. (21)

Theorem 6. (a) Put ak = ‖fk‖−2, and ãk = ‖f̃k‖−2, while f̃0 = f0 = η0.
To calculate the orthogonalizing vectors fk+1 and f̃k+1 for k = −1, N − 1, we

can use the following nonlinear equations of the two-sided (counter) orthogonaliza-
tion process:

fk+1 = I1fk − f̃kθ
∗
k+1, f̃k+1 = f̃k − I1fkθk+1, (22)

where

θk+1 = akμk+1, μk+1 = 〈f̃k, I1fk〉,
ak+1 = ãk+1 = (I − θk+1θ

∗
k+1)

−1ak, a0 = ‖η0‖−1 = ‖α‖−2.

(b) The numbers 1−|θk+1|2 > 0 to be inverted are nonzero for all k = 0, N − 1
provided that the coefficient vector α of the difference equation (1) has at least one
nonzero component, i.e., rankAN = N + 1.

Corollary 1. The projection ŷk+1 = k+1y is a solution to the M -problem
of smoothing (1), (2) for M = k + n + 1 = K + n and K = M − n = k + 1, where
k = −1, N − 1.

Corollary 2. The following recurrences describe the partial M -smoothed
(M = k + n + 1) realization ŷk+1 = k+1y = ŷ(M):

ŷk+1 = ŷk−fk+1ak+1πk+1, where πk+1 = 〈ŷk, ηk+1〉 = yk+1+n−ŷk+1+n/k, (23)

i.e., the renewal process: the error of the prediction ŷk+1+n/k of (9) for the value of
the reading yk+1+n.

Proof. The first corollary follows from Lemma 1 and Corollary 2 to Theorem 1.
The second corollary follows from the structure of the basis A of (3), its constituent
vectors ηk of (4), as well as (21) and (22). �

Lemma 5. Assume that M = k+n+1 = n,L and k = −1, N − 1. To calculate
in (23) the predictions ŷk+1+n/k for k = 0, N − 1, it suffices to have a solution to the
filtration (M − 1)-problem, i.e., to have an (M − 1)-estimate of the previous state
of the model: [ŷ]k+1(n)/k = {ŷi/k}k+n

i=k+1 (10).



Equations of Identification Methods 35

Corollary 1. To continue recursion in (23), it suffices to calculate only the
n-vector of the last readings {ŷi/k+1}k+n+1

k+2 of the M -smoothed realization ŷk+1.

Corollary 2. To predict and continue recursion, it suffices to calculate in (22)
only the last n components [f ]k = {fik}k+n

k+1 and [f̃ ]k = {f̃ik}k+n
k+1 of direct and

inverse vectors fk and f̃k, for k = 0, N , of the two-sided orthogonalization process.

Theorem 7. (a) The calculation in (22) of the last n components [f ]k =
{fik}k+n

k+1 and [f̃ ]k = {f̃ik}k+n
k+1 of the orthogonalizing vectors fk and f̃k is necessary

and sufficient for solving M -problems (1), (2) of filtration and prediction for all
M = K + n = n,L and K = k = 0, N .

(b) Suppose that α0 	= 0. Then the calculation of the last n components of fk
and f̃k in (22) is also necessary and sufficient for solving the smoothing problems, the
complete one and all partial ones, namely, for calculating the smoothed realizations
ŷK = ŷ(M) of all M = K + n-problems (1), (2) for M = n,L. If M = L then we
obtain a solution to the complete smoothing problem (1), (2).

Proof. Claim (a) is obvious in view of Lemma 5 and its corollaries. To justify
claim (b), observe that if α0 	= 0 then we can solve (9) for the lowest reading ŷk.
Therefore, it becomes possible to solve this difference equation backwards in time:

ŷk/k = −
n∑

1

ŷk+i/kαi/α0,

for k = N, 0. Consequently, we can calculate all (K + n)-smoothed realizations
ŷk = ŷK = ŷ(M), for M = n,L, with the boundary conditions {ŷi/k}k+n

k+1 . �
Claim (a) of Theorem 7 also holds for the equations of real-time variational

identification thanks to Theorems 5 and 6. We obtain these equations below.

8. Equations for the Identifying Matrix

Lemma 6. (a) Suppose that the matrix |wj |n0 of size (L + 1)× (n + 1) is the
collection of n+1 realizations wj , for j = 0, n, such that their discrepancies A∗|wj |n0
amount to the matrix of samples V , i.e., 〈|wj |n0 , A〉 = V .

(b) Denote by W the matrix |wj |n0 with the minimal squared norm ‖W‖2 =
Sp(W ∗W ) = Sp〈W,W 〉.

Then the identifying matrix Q of (20) of problem VI (1), (2) is Q = Qvi =
〈W,W 〉, which is the Gram matrix of the minimal matrix of realizations W .

Proof. The claim follows because the minimal solution to the system A∗W =
V is W = Wα = A(−1)∗V = AC−1V [10, p. 37]. �

Lemma 7. Take the last column ck = 〈ηk, Ak〉 = |c ∗k , ckk|∗ of the selfadjoint
(k + 1)-matrix Ck = 〈Ak, Ak〉. Here ck = 〈ηk, Ak−1〉 and ckk = 〈ηk, ηk〉 = ‖α‖2.
Take the last column Fkbk = |F ∗

k , 1|∗bk of the inverse matrix C−1
k , where bk is the

diagonal lower right entry, C−1
k−1/0 is the (k + 1)-matrix C−1

k−1 bordered by zeroes in
the last row and column, while �k = C−1

k − C−1
k−1/0. Then for k = 0, N we have

Fk = �kck, (24.1)

F ∗k ck = b−1
k , (24.2)

AkFk = fk, (24.3)

bk = ak = ‖fk‖−2. (24.4)
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Proof. The Frobenius formula for inverting bordered matrices [10, p. 60] im-
plies (24.1) and (24.2). Express the Frobenius formula for Ck as

C−1
k = C−1

k−1/0 + Fk(F ∗k ck)
−1F ∗k −→ �k = �kck(c∗�kck)−1c∗k�k.

Here F = |F ∗, 1|∗ = �kck and F k = −Ck−1/0ck. The chain of equalities

AkFk = Ak�kck = Ak

(
C−1

k − C−1
k−1/0

)〈ηk, Ak〉 = Pkηk − Pk−1ηk

= ηk − Pk−1ηk = k−1ηk = fk −→ a−1
k = 〈AkFk, AkFk〉

= F ∗kCkFk = b−1
k |0∗k, 1|Fk = b−1

k �
(25)

yields (24.3) and (24.4).

Denote by Wk = AkC
−1
k Vk, for k = 0, N , the minimal solutions to the partial

M -systems of equations A∗kWk = Vk for M = k + n. Here Ck = 〈Ak, Ak〉, while
Ak = |ηi|k0 and ηi ∈ E for i = 0, N .

Theorem 8. The minimal solutions Wk+1 to the equations A∗k+1Wk+1 = Vk+1

as functions of the parameter k = −1, N − 1 can be described by the difference
equations:

Wk+1 = Wk + fk+1ak+1(v∗k+1 − v̂∗k+1/k),

v̂ ∗k+1/k = −F ∗k+1Vk = 〈Wk, ηk+1〉, W−1 = 0.
(26)

Here v̂∗k+1/k is the prediction of the system A∗k+1Wk = Vk+1/k for the row v∗k+1 of
the matrix Vk+1, v∗k+1 − v̂∗k+1/k is the error of this prediction, fk+1 = kηk+1 is the
final vector of the direct Gram–Schmidt orthogonalization for the subsystem Ak+1,
and ak+1 = ‖fk+1‖−2.

Proof. For k = −1, N − 1 and W−1 = 0 The Frobenius formula and Lemma 6
yield

Wk+1 = Ak+1
(
C−1

k/0 + Fk+1ak+1F
∗
k+1
)
Vk+1 = Wk + fk+1ak+1c

∗
k+1�k+1Vk+1.

Since �k+1 = C−1
k+1 − C−1

k/0, the claim follows:

c∗k+1C
−1
k/0Vk+1 = 〈Ak+1, ηk+1〉C−1

k/0Vk+1 = 〈Wk, ηk+1〉,

c∗k+1C
−1
k+1Vk+1 =

∣∣0Tk+1, 1
∣∣Vk+1 = v∗k+1

−→ F ∗k+1Vk+1 = c∗k+1�k+1Vk+1 = v∗k+1 − v̂ ∗k+1/k,

where
v̂∗k+1/k = −F ∗

k+1Vk = 〈Wk+1, ηk+1〉. �
Corollary 1. The identifying Gram matrix Q = (W,W ) satisfies the following

recurrences for k = −1, N − 1 and the zero initial conditions Q−1 = 0:

Qk+1 = Qk + qk+1ak+1q
∗
k+1, where qk+1 = vk+1 − v̂k+1/k. (27)

Proof. Two terms in (26) are orthogonal to each other; hence,

Qk+1 = 〈Wk + fk+1ak+1q
∗
k+1,Wk + fk+1ak+1q

∗
k+1〉 = 〈Wk,Wk〉+ qk+1akq

∗
k+1. �
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Corollary 2. If the matrix A is the MSV (3), (4) then we can calculate the
vectors v̂ ∗k+1/k of predictions 〈Wk, ηk+1〉 in (26) and (27) in the filtration regime
described in Theorem 7, Lemma 5, and its Corollary 2. This means that the vector
of predictions v̂ ∗k+1/k is determined by only the last n rows of the matrix of realiza-
tions Wk. Consequently, in order to calculate them, it is necessary and sufficient to
know only the last n components of the orthogonalizing vectors fk and f̃k.

These properties of the identification problem (announced following the proof of
Theorem 7) complement the statements of Theorem 7, Lemma 5, and its Corollary 2.
The analogous properties in these statements apply to the problems of filtration and
prediction in accordance with the general smoothing equations (23).

Proof. Recall that the filtration regime means that in (22) of Theorem 6
we calculate only the last n components of the orthogonalizing vectors fk and f̃k
mentioned in Theorem 7. This suffices for both solving the filtration problem and
calculating predictions in accordance with the general smoothing equations (23).
These components also suffice for calculating the predictions v̂ ∗k+1/k = 〈Wk, ηk+1〉
indicated in Corollary 2.

Indeed, the last formula, from the second equation in (26), and the structure of
the vector ηk+1 defined in (3) and (4) show that to calculate the vector of predictions
v̂ ∗k+1/k, it suffices to know only the last n rows of the matrix of realizations Wk. As
the first equation in (26) implies, to calculate these rows, it suffices to know only
the last n components of the orthogonalizing vectors fk and f̃k. These components,
which underlie the filtration regime, are defined in Theorem 7. According to this
theorem, as well as Lemma 5 and its Corollary 2, the knowledge of these components
is necessary and sufficient for solving the filtration problem in accordance with the
general smoothing equation (23). According to the claim being proved, these com-
ponents are also necessary and sufficient for solving the identification problem. �

Equations (22), (26), and (27) constitute a system of nonlinear difference equa-
tions for the identifying matrix Qk = Q(M) with M = k+n = L0, L (see Lemma 1)
of partial M -problems (1), (2).

9. Identification Equations in Real Time

This is the term for equations for the estimates α̂(M) as functions of the ex-
ponents of the length of realization, the numbers M or K = M − n. Real-time
identification is used, in particular, in certain problems of automatic control with
identificator (adaptive and self-adjusting control systems).

In problems AI of (13) it is possible to obtain exact equations for the esti-
mates (15). They rely on the matrix Riccati equations for inverting matrices with
additive factorized increments [11, p. 20]. We can express the system of equations
for calculating the matrix function Q−1

k+1, where k = L0 − n,N − 1 (and L0 ≥ 2n),
as

Q−1
k+1 = (Qk + qk+1ak+1q

∗
k+1)

−1 = Q−1
k −Q−1

k qk+1(a−1 + q∗k+1Q
−1
k qk+1)−1q∗k+1Q

−1
k

(28)
provided that the matrix QL0 of (27) of the L0-problem (1), (2) is invertible (see
Remark 2). Using these general equations in the formula (15) for inverting the
matrices

V ∗k+1Vk+1 = V ∗k Vk + vk+1v
∗
k+1,

we obtain the equations of the recursive least squares method [11, p. 279].
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Exact equations for the estimates in problems VI and OR are beyond reach. Be-
low we obtain equations for one form of approximate estimates for the coefficients α
in problems VI and OR.

The problems VI and OR have common features not only in their statements (13)
(Remark 3). For the M -problems (1), (2) introduce the K + 1-vectors λvi and λor

of Lagrange multipliers, as well as the functionals

JviM = Jvi + λ∗viA
∗ŷ = Jvi + λ∗viA

∗V̂ α, JorL = Jor + λ∗orV̂ α,

while for problem VI, moreover, the size (M+1)×(n+1) matrix �vi of the form (4) of
the sliding LM vector λvi. Observe that the identificator functionals of problems VI
(19) and OR (Theorem 9) are invariant with respect to the length of coefficient
vector α; therefore, their gradients are orthogonal to this vector.

Using [3, 5, 12], we can obtain the following formulas for the identification func-
tionals ĴviM and ĴorM , as well as their derivatives with respect to α.

Theorem 9. (a) The LM and identification functionals of the M -problems VI
and OR are of the form

λvi = C−1V α, λor = (1/‖α‖2)V α,

Ĵvi = α∗�∗�α = α∗Qviα, Ĵor = α∗αλ∗orλor = α∗Qorα.

(b) The gradients of Ĵ ′or and Ĵ ′vi, which are the vectors of derivatives of the
functionals Ĵor and Ĵvi with respect to the coefficients α can be expressed in the
comparable forms:

Ĵ ′vi = (Qvi − �∗�)α, Qvi = V ∗C−1V, Qor = V ∗V/‖α‖2,
Ĵ ′or = (Qor − In+1 · λ∗orλor)α = (Qor − In+1 · Ĵor/‖α‖2)α.

(29)

To minimize Ĵvi and Ĵor, use the iterative gradient procedures (IP): α[j+1] =
α[j] − T−1

[j] J
′
[j]. Here T is a positive definite matrix. Inserting into T the matrices

Qvi = V ∗C−1V or Qor = V ∗V/‖α‖2, we obtain these IP for problems VI and OR,
which converge to the minimum of the functionals Ĵvi and Ĵor under certain condi-
tions:

(a) α[j+1]vi = Q−1
[j]vi�

∗
[j]�[j]α[j]vi, (b) α[j+1]or = Q−1

[j]orλ
∗
[j]orλ[j]orα[j]or. (30)

For OR in (30(b)) we obtain IP applied to minimize the functionals of this kind:
seeking the eigenvector corresponding to the minimal eigenvalue, with the factor λ∗λ
restricting the growth of the length of α in these iterations.

Experiments showed that the iterations of the form (30(a)) and (30(b)) have
a high rate and a large domain of convergence. For the single-valued convergence of
iterations in problem OR (30(b)) the fulfillment of the two conditions is necessary
and sufficient: the simplicity of the minimal eigenvalue and the nonzero projection
of the initial vector α[0] onto the corresponding eigenvector.

Theoretical analysis of the functional (20) and the iteration (30(a)) of prob-
lem VI is rather complicated. There are no methods for this analysis, but only
encouraging experimental results. They show that the iteration (30a) of problem VI
have even greater rate and larger domain of convergence (for the same relative errors
in the original realization y, which determines the sharpness of the extremum and
the rate of convergence) than the iteration in problem OR. We can explain this by
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the smaller number of independent variables in the approximation problem VI in
comparison with problem OR of (13) (Corollary 1 of Lemma 3).

Suppose that the level of errors is low. Then it is possible to obtain an approxi-
mation α̃(M) to the exact solution α̂(M) with practically sufficient accuracy in one
iteration of the form (30(a)):

α̃(M) = �α[1](k + n), �α = α/‖α‖,
where α[1](k + n) = Q−1

k (�α[0]) · �α[0], where k = K0, N with K0 > n. Thanks to the
expansion (27) of Q, we calculate Q−1

k using (28).
Suppose that errors in the original realization y are absent or their level is very

low, i.e., the smallest eigenvalue of Ĵmin = minα Ĵ is zero or very small. Then the
rate of convergence IP (30) is very high, but the matrices Q are degenerate or ill-
conditioned. In these cases, we have to invert the matrices Q+Iε, where ε > 0. This
involves translating the eigenvalues of Q by ε, or otherwise, adding the regularizing
term ε‖α‖2 to the approximation functional J of (2) and identification functional Ĵ
of (20).
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A PROOF OF THE GENERALIZED ITÔ––WENTZELL

FORMULA VIA THE DELTA–FUNCTION AND

THE DENSITY OF NORMAL DISTRIBUTION
E. V. Karachanskaya

Abstract. We prove the generalized Itô–Wentzell formula on using a stochastic approx-
imation and the density function of the normal distribution.

Keywords: Itô–Wentzell formula, generalized Itô equation, Poisson measure, δ-function,
density of normal distribution, mean square convergence

Introduction

The rules for constructing stochastic differentials, e.g., the chain rule, are very
important in the theory of stochastic random processes. These are Itô’s formula
[1, 2] for the differential of a nonrandom function of a random process and the Itô–
Wentzell formula [3] enabling us to construct the differential of a function which is
itself a solution to a stochastic equation. Many articles address the derivation of
these formulas for various classes of processes by extending Itô’s formula and the
Itô–Wentzell formula to a larger class of functions (for instance, see [4–12] for Itô’s
formula and [13–19] for the Itô–Wentzell formula).

The next level is to obtain a new formula for the generalized Itô equation [2]
which involves Wiener and Poisson components. Doobko in 2002 presented [20]
a generalization of stochastic differentials of random functions satisfying the gener-
alized Itô equation based on expressions for the kernels of integral invariants (only
the ideas of a possible proof were sketched in [20]). The result is called the gener-
alized Itô–Wentzell formula. In 2007 a generalized Itô–Wentzell formula was con-
structed [21] for one-dimensional processes in the absence of Wiener component,
basing on the classical theory of stochastic differential equations by Itô; and in 2013,
the “Itô–Wentzell formula with jumps” for one-dimensional random processes with
both Wiener and Poisson components appeared [22] along with a reference to the
proof in [21].

In contrast to [20], the generalized Itô–Wentzell formula for the Poisson measure
is suggested in [23]. In this case the requirement on the character of the Poisson
distribution is only a general restriction, as the knowledge of its explicit form is
unnecessary. The proof [24] of the generalized Itô–Wentzell formula uses the method
of stochastic integral invariants and equations for their kernels.

In this article we present a proof that is based on traditional stochastic analysis
and the use of approximations to random functions related to stochastic differential
equations by averaging their values at each point. For this approximation we apply
a sequence of density functions of normal distributions with the variance tending
to zero. Since the exponential is an infinitely differentiable function (while the

c© 2014 Karachanskaya E. V.



Proof of Generalized Itô–Wentzell Formula 41

second derivative suffices) and the corresponding sequence converges quickly, the
prelimit expression enables us to apply the generalized Itô formula without additional
remarks.

The generalized Itô–Wentzell formula relying on the kernels of integral invari-
ants [23, 24] requires stricter conditions on the coefficients of all equations under
consideration: the existence of second derivatives [25]. The reason is that the ker-
nels of invariants for differential equations exist under certain restrictions on the
coefficients.

1. Notation and Preliminaries

Consider a filtered probability space
(
�,F , {Ft}T0 ,P

)
and an m-dimensional

Wiener process w(t) = (w1(t), . . . , wm(t))T such that the one-dimensional Wiener
processes wk(t) for k = 1, . . . ,m defined on the space are Ft-measurable and mutu-
ally independent.

Take a vector γ with values in Rn′ . Denote by ν(�t,�γ) the standard Poisson
measure on [0, T ]×Rn′ modeling independent random variables on disjoint intervals
and sets. The one-dimensional Wiener processes wk(t) for k = 1, . . . ,m and the
Poisson measure ν([0;T ],A ) defined on the specified space are Ft-measurable and
independent of one another. The random processes and functions appearing below
are Ft-measurable and agree with the processes mentioned.

Our notation is similar to that of [26]:

H2[0, T ] =
{
α(t), α : [0, T ]→ Rm |

T∫

0

|α(t)|2 dt <∞ almost surely
}
,

Hs(�) =
{
ϕ(t, y) = ϕ(t, y;ω), ϕ : [0, T ]× R× �→ Rm′

|
T∫

0

∫

R

|ϕ(t, y)|s�(dy) dt <∞ almost surely
}
.

Consider a random process x(t) with values in Rn defined by the equation [26,
pp. 271–272]

dx(t) = A(t)dt + B(t)dw(t) +
∫

g(t, γ)ν(dt, dγ), (1)

where A(t) = {a1(t), . . . , an(t)}∗, g(t, γ) = {g1(t, γ), . . . , gn(t, γ)}∗ ∈ Rn and γ ∈
R

n′ , while w(t) is an m-dimensional Wiener process; moreover,

|g(t, γ)| ∈ H1,2(�),
√
|aj(t)|, |bj,k(t)| ∈ H2[0, T ],

B(t) = (bj,k(t)), j = 1, . . . , n, k = 1, . . . ,m.
(2)

In general the coefficients A(t), B(t), and g(t, γ) are random functions depending
also on x(t). Since the restrictions on these coefficients relate explicitly only to the
variables t and γ, we use precisely this notation for the coefficients of (1) instead of
writing A(t,x(t)), B(t,x(t)), and g(t,x(t); γ).

The differential of a random function F (t,x(t)), where x(t) is a solution to (1),
can be expressed by the generalized Itô formula [2] (which we use as in [26, pp. 271–
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272]):

dtF (t,x(t)) =
[
∂F (t,x)

∂t

∣
∣
∣
∣
x=x(t)

+
n∑

i=1

ai(t,x(t))
∂F (t,x)

∂xi

∣
∣
∣
∣
x=x(t)

+
1
2

n∑

i=1

n∑

j=1

m∑

k=1

bi k(t,x(t))bj k(t,x(t))
∂ 2F (t,x)
∂xi∂xj

∣
∣
∣
∣
x=x(t)

]
dt

+
n∑

i=1

m∑

k=1

bi k(t,x(t))
∂F (t,x)

∂xi

∣
∣
∣∣
x=x(t)

dwk(t)

+
∫

[F (t,x(t) + g(t,x(t); γ))− F (t,x(t))]ν(dt, dγ). (3)

The δ-function is a convenient tool when we need to extract the value of a func-
tion at a certain point while disregarding its continuity or smoothness. Consider the
properties of the δ-function:

+∞∫

−∞
δ(x) dx = 1, (4)

f(x) =
+∞∫

−∞
f(y)δ(y − x) dy. (5)

The first of them enables us to use the distribution density as the δ(x)-function.
Choose the distribution density function satisfying the conditions:

(1) it is symmetric about the point x;
(2) it attains maximum at x;
(3) it is concentrated near x (this is necessary to extract the value f(x));
(4) it is at least twice differentiable at x (Itô’s formula requires this condition).
The density function of the normal distribution N (x, ε2) as ε→ 0 meets these

requirements. The second property of the δ-function enables us to introduce for each
section fε(tα, x), where t = tα with tα ∈ [0, T ], the function

fε(tα, x) =
1

ε
√

2π

∞∫

−∞
f(tα, y) exp

{
− (y − x)2

2ε2

}
dy. (6)

Thus, for every point x we approximate the random function f(t, x) by a se-
quence of nonrandom functions fε(t, x) as ε→ 0.

2. The Formula and Its Proof

Theorem 1 (generalized Itô–Wentzell formula). Consider the real function
F (t,x) of (t,x) ∈ [0;T ]× Rn with generalized stochastic differential of the form

dtF (t,x) = Q(t,x) dt +
m∑

k=1

Dk(t,x)dwk(t) +
∫

G(t,x; γ)ν(dt, dγ) (7)

whose coefficients satisfy the conditions:
(a) in general Q(t,x), Dk(t,x), G(t,x; γ) ∈ R are random functions measurable

with respect to the same nondecreasing flow {Ft}T0 of σ-algebras as the processes
w(t) and ν(t,A ) for every A ∈ B in a fixed Borel σ-algebra [26, p. 266];
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(b) the sections of random functions Q(tα,x), Dk(tα,x), G(tα,x; γ) ∈ R for all
t = tα with α ∈ [0, T ] have normal distribution N (x, ε2) as ε→ 0;

(c) with probability 1, the functions Q(t,x), Dk(t,x), and G(t,x;u), together
with their first and second partial derivatives with respect to the components of x,
are continuous, bounded, and satisfy Hölder’s condition.

If a random process x(t) obeys (1) and the restrictions (2) then the stochastic
differential exists and

dtF (t,x(t)) = Q(t,x(t)) dt +
m∑

k=1

Dk(t,x(t))dwk

+
[ n∑

i=1

ai(t)
∂F (t,x)

∂xi

∣
∣
∣∣
x=x(t)

+
1
2

n∑

i=1

n∑

j=1

m∑

k=1

bi,k(t)bj,k(t)
∂ 2F (t,x)
∂xi∂xj

∣
∣
∣∣
x=x(t)

+
n∑

i=1

bi,k(t)
∂Dk(t,x)

∂xi

∣
∣
∣∣
x=x(t)

]
dt +

n∑

i=1

m∑

k=1

bi,k(t)
∂F (t,x)

∂xi

∣
∣
∣∣
x=x(t)

dwk

+
∫

[(F (t,x(t) + g(t, γ))− F (t,x(t))]ν(dt, dγ)

+
∫

G(t,x(t) + g(t, γ); γ)ν(dt, dγ). (8)

Since the available properties of the δ-function relate to deterministic functions,
while the functions we face are random in general, the proof rests on the following
propositions.

Proposition 1. If a function f(t, x) is bounded with probability 1 for all t ∈
[0, T ] and satisfies Hölder’s condition in x then

f(t, x) = lim
ε↓0

fε(t, x) = lim
ε↓0

1
ε
√

2π

∞∫

−∞
f(t, y) exp

{
− (y − x)2

2ε2

}
dy

=
∞∫

−∞
f(t; y)δ(y − x) dy. (9)

Proof. Assume that f(t, x) satisfies Hölder’s condition
|f(t, y1)− f(t, y2)| ≤ L(t)|y1 − y2|ς , 0 < ς ≤ 1.

In the proofs we treat t as a fixed parameter, and we so simplify expressions by
omitting t. Therefore, instead of f(t, x) we write f(x) and instead of L(t), simply L.

Change the variables: (y−x)ε−1 = z, and so y = εz+x. Adding and subtracting
the same expression and using the properties of the probability integral, we obtain

1√
2π

∞∫

−∞
f(εz + x) exp{−z2/2} dz = f(x)

1√
2π

∞∫

−∞
exp{−z2/2} dz

+
1√
2π

∞∫

−∞
(f(εz + x)− f(x)) exp{−z2/2} dz

= f(x) +
1√
2π

∞∫

−∞
(f(εz + x)− f(x)) exp{−z2/2} dz. (10)
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Estimate the last integral:

∣
∣
∣∣

1√
2π

∞∫

−∞
(f(εz + x)− f(x)) exp{−z2/2} dz

∣
∣
∣∣ ≤

L√
2π

∞∫

−∞
|(εz + x)− x|ς exp{−z2/2} dz

≤ εL
2√
2π

[ 1∫

0

zς exp{−z2/2} dz −
∞∫

1

exp{−z2/2}d(−z2/2)

≤ εL
2√
2π

[zς |z=1 + 1] ≤ εL
4√
2π

. (11)

Hence, as ε→ 0 with ε > 0, we have (9) for arbitrary functions f(t, x) which for all
t ∈ [0, T ] are bounded with probability 1 and satisfy Hölder’s condition in x.

Consequently, the result of the convolution of the δ-function with a random
function is also a random function, i.e., we obtain a result similar to the deterministic
case.

Since Itô’s formula is inapplicable to the δ-function, we need the following result.
For convenience, in the subsequent manipulations, put

δε(y − x) =
1

ε
√

2π
exp
{
− (y − x)2

2ε2

}
.

Proposition 2. If f(t, x) and its first and second derivatives with respect to x
are bounded with probability 1 for all t ∈ [0, T ] and satisfy Hölder’s condition
in x then

∂

∂x
f(t, x) = − lim

ε↓0

∞∫

−∞
f(t, y)

∂

∂y
δε(y − x) dy

= lim
ε↓0

1
ε
√

2π

∞∫

−∞
exp
{
− (y − x)2

2ε2

}
∂

∂y
f(t, y) dy, (12)

∂2

∂x2 f(t, x) = lim
ε↓0

∞∫

−∞
f(t, y)

∂2

∂y2 δε(y − x) dy

= lim
ε↓0

1
ε
√

2π

∞∫

−∞
exp
{
− (y − x)2

2ε2

}
∂2

∂y2 f(t, y) dy. (13)

Proof. Verify that in this case we also have estimates similar to the above
based on the corresponding limit expressions. Differentiate (9) and integrate by
parts:

∂

∂x
f(x) =

∞∫

−∞
f(y)

∂

∂x
δ(y − x) dy = lim

ε↓0
1

ε
√

2π

∞∫

−∞
f(y)

∂

∂x
exp
{
− (y − x)2

2ε2

}
dy

= − lim
ε↓0

1
ε
√

2π

∞∫

−∞
f(y)

∂

∂y
exp
{
− (y − x)2

2ε2

}
dy
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= − lim
ε↓0

f(y)
1

ε
√

2π
exp
{
− (y − x)2

2ε2

}∣∣∣
∣

+∞

−∞

+ lim
ε↓0

1
ε
√

2π

∞∫

−∞
exp
{
− (y − x)2

2ε2

}
∂

∂y
f(y) dy, ε > 0.

Provided that f ′y(y) satisfies Hölder’s condition, for the asymptotic expression of
the derivative of δ(x) the proof coincides with the previous argument. Similarly we
establish the relations that involve the second derivatives of δ(x) whenever f

′′
y (y)

satisfies Hölder’s condition. Generalizing the restrictions used, we see that we must
require f ′y(y) to exist and be continuous, and the second derivatives to be Hölder.

Proceed to justify (8) by using the properties of δ(x) on the class of all contin-
uous functions bounded with probability 1 which are established in Propositions 1
and 2.

Proof of the theorem. Consider a solution F (t,x(t)) to (8). Introduce the
function Fε(t,x(t)) as

Fε(t,x(t)) =
∫

Rn

n∏

l=1

δε(yl − xl(t))F (t,y) d� (y), d� (y) =
n∏

l=1

dyl. (14)

Let us show that the assumption F (0,x(0)) = Fε(0,x(0)) yields the mean square
convergence:

F (t,x(t)) = l.i.m.
ε↓0

Fε(t,x(t)). (15)

By definition, this is equivalent to

lim
ε↓0

M[|Fε(t,x(t)) − F (t,x(t))|2] = 0, (16)

which we are going to verify.
Using the generalized Itô formula (3), differentiate the expression

n∏

l=1

δε(yl − xl(t))F (t,y)

in (14), putting h(t, ξ) = h(t,x;F ) and

h(t, ξ(t)) = h(t,x(t);F (t,y)) =
n∏

l=1

δε(yl − xl(t))F (t,y),

where x(t) obeys (1), while F (t,x) obeys (7).
We arrive at the following result (we omit the sign summation and assume

summation over repeated indices):

dt

[ n∏

l=1

δε(yl − xl(t))F (t,y)
]

=
[
ai(t)F (t,y)

∂

∂xi

n∏

l=1

δε(yl − xl)
∣
∣∣
∣
ξ=ξ(t)

+Q(t,y)
n∏

l=1

δε(yl − xl(t)) +
1
2
bi k(t)bj k(t)F (t,y)

∂ 2

∂xi∂xj

n∏

l=1

δε(yl − xl)
∣
∣
∣
∣
ξ=ξ(t)

+bi k(t)Dk(t,y)
∂

∂xi

n∏

l=1

δε(yl − xl)
∣
∣∣
∣
ξ=ξ(t)

]
dt
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+
[
F (t,y)bi k(t)

∂

∂xi

n∏

l=1

δε(yl − xl)
∣
∣
∣
∣
ξ=ξ(t)

+Dk(t,y)
n∏

l=1

δε(yl − xl(t))
]
dwk(t)

+
∫ [ n∏

l=1

δε(yl − xl(t)− gl(t, γ))(F (t,y) + G(t,y; γ))

−
n∏

l=1

δε(yl − xl(t))F (t,y)
]
ν(dt, dγ). (17)

Using Lemmas 1 and 2, on the right-hand side we pass from the partial derivatives
with respect to the components of x to the partial derivative with respect to the
components of y, and express the resulting stochastic ordinary differential equation
in integral form, integrating over Rn and taking (14) into account:

Fε(t,x(t)) =
∫

Rn

n∏

l=1

δε(yl − xl(t))F (t,y) d� (y) =
∫

Rn

n∏

l=1

δε
(
y0
l − xl(0)

)
F (0,y0) d� (y)

−
∫

Rn

t∫

0

ai(τ)F (τ,y)
∂

∂yi

n∏

l=1

δε(yl − xl(τ)) dτd� (y)

+
∫

Rn

t∫

0

Q(τ,y)
n∏

l=1

δε(yl − xl(τ)) dτd� (y)

+
1
2

∫

Rn

t∫

0

bi k(τ)bj k(τ)F (τ,y)
∂ 2

∂yi∂yj

n∏

l=1

δε(yl − xl(τ)) dτd� (y)

−
∫

Rn

t∫

0

bi k(τ)Dk(τ,y)
∂

∂yi

n∏

l=1

δε(yl − xl(τ)) dτd� (y)

−
∫

Rn

t∫

0

F (τ ;y)bi k(τ)
∂

∂yi

n∏

l=1

δε(yl − xl(τ)) dwk(τ) d� (y)

+
∫

Rn

t∫

0

Dk(τ ;y)
n∏

l=1

δε(yl − xl(τ)) dwk(τ) d� (y)

+
∫

Rn

t∫

0

∫ [ n∏

l=1

δε(yl − xl(τ) − gl(τ ; γ))(F (τ,y) + G(τ,y; γ))

−
n∏

l=1

δε(yl − xl(τ))F (τ,y)
]
ν(dτ ; dγ) d� (y). (18)

Put (8) into integral form to find that

F (t,x(t)) = F (0;x(0)) +
t∫

0

Q(τ ;x(τ)) dτ +
t∫

0

Dk(τ ;x(τ)) dwk(τ)

+
t∫

0

bi,k(τ)
∂F (τ ;x)

∂xi

∣
∣∣
∣
x=x(τ)

dwk(τ)
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+
t∫

0

[
ai(τ)

∂F (τ ;x)
∂xi

∣
∣∣
∣
x=x(τ)

+
1
2
bi,k(τ)bj,k(τ)

∂2F (τ ;x)
∂xi∂xj

∣
∣∣
∣
x=x(τ)

+bi,k(τ)
∂Dk(τ ;x)

∂xi

∣
∣∣
∣
x=x(τ)

]
dτ

+
t∫

0

∫
[F (τ ;x(τ) + g(τ ; γ))− F (τ ;x(τ))]ν(dτ ; dγ)

+
t∫

0

∫
G(τ ;x(τ) + g(τ ; γ); γ)ν(dτ ; dγ). (19)

Consider the difference between (18) and (19), taking into account the prelimit
properties of the δ-function and the possibility of changing the order of integration:

Fε(t,x(t)) − F (t,x(t)) = Fε(0,x(0))− F (0;x(0))

+
t∫

0

ai(τ)
[
−
∫

Rn

F (τ,y)
∂

∂yi

n∏

l=1

δε(yl − xl(τ)) d� (y) − ∂F (τ ;x)
∂xi

∣
∣∣
∣
x=x(τ)

]
dτ

+
t∫

0

[ ∫

Rn

Q(τ,y)
n∏

l=1

δε(yl − xl(τ)) d� (y) −Q(τ ;x(τ))
]
dτ

+
1
2

t∫

0

bi k(τ)bj k(τ)
[ ∫

Rn

F (τ,y)
∂ 2

∂yi∂yj

n∏

l=1

δε(yl − xl(τ)) d� (y) − ∂2F (τ ;x)
∂xi∂xj

∣
∣∣
∣
x=x(τ)

]
dτ

+
t∫

0

bi k(τ)
[
−
∫

Rn

Dk(τ,y)
∂

∂yi

n∏

l=1

δε(yl − xl(τ)) d� (y) − ∂Dk(τ ;x)
∂xi

∣
∣
∣
∣
x=x(τ)

]
dτ

−
t∫

0

bi k(τ)
[
−
∫

Rn

F (τ ;y)
∂

∂yi

n∏

l=1

δε(yl − xl(τ)) d� (y) − ∂F (τ ;x)
∂xi

∣
∣
∣∣
x=x(τ)

]
dwk(τ)

+
t∫

0

[ ∫

Rn

Dk(τ ;y)
n∏

l=1

δε(yl − xl(τ)) d� (y) −Dk(τ ;x(τ))
]
dwk(τ)

+
t∫

0

∫ ( ∫

Rn

[ n∏

l=1

δε(yl − xl(τ)− gi(τ ; γ))(F (τ,y) + G(τ,y; γ))

−
n∏

l=1

δε(yl − xl(τ))F (τ,y)
]
d� (y)

−F (τ ;x(τ) + g(τ ; γ)) + F (τ ;x(τ)) −G(τ ;x(τ) + g(τ ; γ); γ)
)
ν(dτ ; dγ). (20)

Since the δ-function is not Itô differentiable, use Propositions 1 and 2, namely, (9),
(12), and (13):

|Fε(t,x(t)) − F (t,x(t))| ≤ |Fε(0,x(0))− F (0;x(0))|
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+
∣
∣∣
∣

t∫

0

ai(τ)
[

1
(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ))2

2ε2

}

× ∂

∂yl
F (τ,y) d� (y) − ∂F (τ ;x)

∂xi

∣
∣
∣
∣
x=x(τ)

]
dτ

∣
∣
∣
∣

+
∣∣
∣
∣

t∫

0

[
1

(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ))2

2ε2

}
Q(τ,y) d� (y) −Q(τ ;x(τ))

]
dτ

∣∣
∣
∣

+
∣
∣
∣
∣
1
2

t∫

0

[
1

(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ))2

2ε2

}
∂ 2

∂yl∂yj
F (τ,y) d� (y)

−∂2F (τ ;x)
∂xi∂xj

∣
∣
∣∣
x=x(τ)

]
bi k(τ)bj k(τ) dτ

∣
∣
∣∣

+
∣
∣
∣
∣

t∫

0

bi k(τ)
[

1
(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ))2

2ε2

}
∂

∂yl
Dk(τ,y) d� (y)

−∂Dk(τ ;x)
∂xi

∣∣
∣
∣
x=x(τ)

]
dτ

∣∣
∣
∣

+
∣
∣
∣
∣

t∫

0

bi k(τ)
[

1
(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ))2

2ε2

}
∂

∂yl
F (τ ;y) d� (y)

−∂F (τ ;x)
∂xi

∣
∣
∣
∣
x=x(τ)

]
dwk(τ)

∣
∣
∣
∣

+
∣
∣∣
∣

t∫

0

[
1

(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ))2

2ε2

}
Dk(τ ;y) d� (y) −Dk(τ ;x(τ))

]
dwk(τ)

∣
∣∣
∣

+
∣
∣
∣
∣

t∫

0

∫ [
1

(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ)− gl(τ ; γ))2

2ε2

}

×F (τ,y)d� (y) − F (τ ;x(τ) + g(τ ; γ))
]
ν(dτ ; dγ)

∣∣
∣
∣

+
∣
∣
∣
∣

t∫

0

∫ [
1

(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ))2

2ε2

}
F (τ,y) d� (y) − F (τ ;x(τ))

]
ν(dτ ; dγ)

∣
∣
∣
∣

+
∣
∣
∣∣

t∫

0

∫ [
1

(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ)− gl(τ ; γ))2

2ε2

}

×G(τ,y; γ)
)
d� (y)−G(τ ;x(τ) + g(τ ; γ); γ)

]
ν(dτ ; dγ)

∣
∣
∣
∣. (21)

Apply integration by parts to the integrals with exponentials, then rearrange by
analogy with (10) and find the upper bounds similar to (11):
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∣
∣∣
∣

t∫

0

[
1

(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ))2

2ε2

}
Q(τ,y) d� (y) −Q(τ ;x(τ))

]
dτ

∣
∣∣
∣

≤
t∫

0

∣
∣
∣
∣

1
(
√

2π)n

∫

Rn

n∏

l=1

exp
{
− z2

l (τ)
2

}
[Q(τ, εz(τ) + x(τ)) −Q(τ ;x(τ))] d� (z)

∣
∣
∣
∣ dτ

≤
t∫

0

εn2n+1

(
√

2π)n
L(1)(τ) dτ =

εn2n+1

(
√

2π)n

t∫

0

L(1)(τ) dτ. (22)

Similarly,

∣
∣
∣∣

t∫

0

[
1

(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ))2

2ε2

}
Dk(τ,y) d� (y) −Dk(τ ;x(τ))

]
dwk(τ)

∣
∣
∣∣

≤
∣
∣
∣
∣

t∫

0

εn2n+1

(
√

2π)n
L(2)(τ) dwk(τ)

∣
∣
∣
∣ =

εn2n+1

(
√

2π)n

∣
∣
∣
∣

t∫

0

L(2)(τ)dwk(τ)
∣
∣
∣
∣. (23)

Furthermore,

∣
∣
∣
∣

t∫

0

∫ [
1

(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ)− gl(τ ; γ))2

2ε2

}
F (τ,y) d� (y)

−F (τ ;x(τ) + g(τ ; γ))
]
ν(dτ ; dγ)

∣
∣
∣∣ ≤

εn2n+1

(
√

2π)n

t∫

0

∫
L(3)(τ ; γ)ν(dτ ; dγ), (24)

∣
∣
∣∣

t∫

0

∫ [
1

(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ) − gl(τ ; γ))2

2ε2

}
G(τ,y; γ)) d� (y)

−G(τ ;x(τ) + g(τ ; γ); γ)
]
ν(dτ ; dγ)

∣
∣
∣
∣ ≤

εn2n+1

(
√

2π)n

t∫

0

∫
L(4)(τ ; γ)ν(dτ ; dγ). (25)

Inserting z = y−x
ε , we obtain

∂f(εz + x)
∂z

= ε
∂f(εz + x)

∂x
,

∂2f(εz + x)
∂z2 = ε2 ∂

2f(εz + x)
∂x2 .

Rearrange the expressions with the first derivatives by analogy with (10), and find
the upper bounds similar to (11):

∣
∣
∣
∣

t∫

0

ai(τ)
[

1
(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ))2

2ε2

}
∂

∂yl
F (τ,y) d� (y)

−∂F (τ ;x)
∂xi

∣
∣∣
∣
x=x(τ)

]
dτ

∣
∣∣
∣ ≤

εn2n+1

(
√

2π)n

t∫

0

|ai(τ)|L(5)(τ) dτ, (26)
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∣
∣∣
∣

t∫

0

bi k(τ)
[

1
(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ))2

2ε2

}
∂

∂yl
Dk(τ,y) d� (y)

−∂Dk(τ ;x)
∂xi

∣
∣
∣
∣
x=x(τ)

]
dτ

∣
∣
∣
∣ ≤

εn2n+1

(
√

2π)n

t∫

0

|bi k(τ)|L(6)(τ) dτ, (27)

∣
∣
∣
∣

t∫

0

bi k(τ)
[

1
(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ))2

2ε2

}
∂

∂yl
F (τ ;y) d� (y)

−∂F (τ ;x)
∂xi

∣∣
∣
∣
x=x(τ)

]
dwk(τ)

∣∣
∣
∣ ≤

εn2n+1

(
√

2π)n

∣∣
∣
∣

t∫

0

|bi k(τ)|L(7)(τ) dwk(τ)
∣∣
∣
∣. (28)

The expression involving the second derivatives satisfies
∣
∣
∣
∣
1
2

t∫

0

[
1

(ε
√

2π)n

∫

Rn

n∏

l=1

exp
{
− (yl − xl(τ))2

2ε2

}
∂2

∂yl∂yj
F (τ,y) d� (y)

−∂2F (τ ;x)
∂xi∂xj

∣
∣
∣∣
x=x(τ)

]
bi k(τ)bj k(τ) dτ

∣
∣
∣∣ ≤

εn2n+1

(
√

2π)n

t∫

0

|bi k(τ)bj k(τ)|L(8)(τ) dτ. (29)

Since L(s)(t) with s = 1, 3, 4, 5, 6, 8 are bounded nonrandom functions, while
ai(t) and bj k(t) satisfy (2), as ε ↓ 0 the expressions (22), (24)–(27), and (29) are at
most 0.

The integral over the Wiener processes
∫ t
0 f(τ)dw(τ) is defined for the functions

f(τ) ∈ H2[0; t] such that the condition
t∫

0

f2(τ) dτ <∞

holds with probability 1 [26, p. 12], i.e., the restrictions (2) are imposed; conse-
quently, as ε ↓ 0 the expressions in (23) and (28) are at most 0 as well.

Therefore, if the initial conditions coincide then
lim
ε↓0
|Fε(t,x(t)) − F (t,x(t))| = 0.

This means that (16) and (15) hold:
F (t,x(t)) = l. i.m.

ε↓0
Fε(t,x(t)).

Thus, (8) is valid.
The proof of the theorem is complete.

Conclusion

By analogy with the classical Itô and Itô–Wentzell formulas, the generalized
Itô–Wentzell formula is promising for various applications. In particular, it helped
to obtain equations for the first and stochastic first integrals of the stochastic Itô
system [24], equations for the density of stochastic dynamical invariants, Kolmogorov
equations for the density of transition probabilities of random processes described by
the generalized stochastic Itô differential equation [27], as well as the construction
of program controls with probability 1 for stochastic systems [28].

The author is grateful to Professor Doobko for the idea of the proof.
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21. Øksendal B. and Zhang T. The Itô–Ventzel’s formula and forward stochastic differential equa-
tion driven by Poisson random measures // Osaka J. Math.. 2007. V. 44. P. 207–230.

22. Øksendal B., Sulem A., and Zhang T., “A stochastic HJB equation for optimal control of
forward-backward SDEs,” 2013. http:arxiv.org/abs/1312.1472v1.

23. Karachanskaya E. V. On one generalization of the Itô–Wentzell formula // Obozrenie Prikl.
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SEMIGROUPS WITH FINITELY

APPROXIMATED FINITE ACTS
I. B. Kozhukhov and A. R. Khaliullina

Abstract. We study the semigroups over which all right acts are residually finite. We
characterize the groups with this property. We prove that if all acts over a semigroup are
approximated by finite ones whose orders are bounded then the semigroup is uniformly
locally finite, i.e., there exists a function f(n) such that the order of each n-generated
subsemigroup is less than f(n).

Keywords: act over a semigroup, residually finite act, uniformly locally finite algebra

It is well known that the category of acts over a semigroup carries a lot of information
on its structure (see [1, Chapter 6] for instance). The semigroups S studied in [2–4]
satisfy the conditions:

(∗) all right S-acts are residually finite;
(∗∗) all right S-acts are approximated by acts with n or fewer elements.

As [2] shows, all acts over a semigroup S of this kind are approximated by the acts
consisting of at most two elements if and only if S is a semilattice (a commuta-
tive semigroup of idempotents). The periodicity of the semigroups satisfying (∗∗)
is established in [3]. Commutative semigroups and nilsemigroups with (∗) and (∗∗)
were studied in [3, 4]. This article continues these efforts. We prove that in every
semigroup with (∗) each right congruence is always the intersection of right congru-
ences of finite indices. For groups this condition turns out sufficient as well, i.e.,
a group satisfies (∗) if and only if its every subgroup is an intersection of finite index
subgroups.

Following Pinus [5], we refer to a universal algebra as uniformly locally finite
whenever there exists a function h(t) such that the orders of all t-generated subalge-
bras are at most h(t). Similarly, we call this semigroup uniformly periodic whenever
it satisfies the identity xp+q = xp. The uniform periodicity of semigroups with (∗∗)
is proved in [3]; namely, the identity x2n! = xn! holds in these semigroups. Actually,
the arguments of [3] enable us to establish the stronger identity x2m = xm, where
m = lcm(1, 2, . . . , n) (the least common multiple). In addition, we can strengthen
this result to the uniform local finiteness of semigroups with (∗∗), which follows from
a general statement established here: every universal algebra of finite signature ap-
proximated by finite algebras of jointly bounded orders is uniformly locally finite.

As for the basic references, see [6] for semigroup theory, [1] for the theory of
acts, and [7] for universal algebra. Let us recall some definitions and notation. Given
an equivalence ρ on a set X , denote by X/ρ the set of cosets of ρ (the quotient).
For a ∈ X , denote by aρ the coset of ρ containing a. Hence, X/ρ = {aρ | a ∈ X}.
Furthermore, �X = {(x, x) | x ∈ X} is the identity relation on X . Given two
equivalences ρ and σ on a set, ρ ∨ σ stands for the join of ρ and σ in the lattice
of equivalences. It is known that if ρ and σ are congruences of a universal algebra

c© 2014 Kozhukhov I. B. and Khaliullina A. R.
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then the join of ρ and σ in the lattice of congruences coincides with their join in the
lattice of equivalences.

Say that an algebraA is approximated by algebras in a given class K of universal
algebras whenever there exists a set {ρi | i ∈ I} of congruences of A such that
A/ρi ∈ K for all i ∈ I and

⋂{ρi | i ∈ I} = �A. This is known to be equivalent
to A being a subdirect product of algebras in K (see Corollary 7.2 of [7]).

A right act over a semigroup S (or a right S-act) is a set X equipped with an
action of S; i.e, there is a mapping X×S → X , (x, s) �→ xs, satisfying the condition
x(st) = (xs)t for all x ∈ X and s, t ∈ S (see [1]). We write XS to emphasize that X
is a right S-act. Since we never consider left acts, we write simply “acts” rather than
“right acts.” The semigroup S itself is a right S-act. Clearly, the congruences of the
act SS are precisely the right congruences of the semigroup S.

Assume that S is a semigroup with unity e. Then an S-act X is called unitary
whenever xe = x for all x ∈ X . If we can express an S-act X as a disjoint union of
subacts Xi, i.e., X =

⋃{Xi | i ∈ I} and Xi ∩Xj = ∅ for i 	= j, then we call X the
coproduct of the acts Xi and write X =

∐{Xi | i ∈ I}.
Given a group G and its subgroup H , not necessarily normal, denote by G/H

the set of right cosets Hg. The set G/H is a unitary right G-act with respect to the
action Hg · g′ = Hgg′. It is not difficult to verify that each cyclic unitary G-act is
isomorphic to one of the acts G/H .

Given a semigroup S, denote by S1 = S ∪ {1} the semigroup that is obtained
by adjoining a unit element to S, even if S already has such a unit.

A universal algebra is called subdirectly indecomposable whenever it cannot de-
compose as a nontrivial subdirect product of algebras. The interest in subdirectly
indecomposable algebras is explained by Birkhoff’s theorem stating that every alge-
bra is a subdirect product of subdirectly indecomposable algebras (see Theorem 7.3
of [7]). In view of this theorem, we can assert that for every semigroup S condi-
tion (∗) is equivalent to condition

(∗′) all subdirectly indecomposable S-acts are finite,
while condition (∗∗) is equivalent to condition

(∗∗′) every subdirectly indecomposable S-act X satisfies |X | ≤ n.
The following theorem shows that we can strengthen Theorem 2 of [3] by replac-

ing n! with lcm(1, 2, . . . , n). Furthermore, the proof carries over almost verbatim.

Theorem 1. If a semigroup S satisfies (∗∗) then the identity x2m = xm holds
in S, where m = lcm(1, 2, . . . , n).

Proof. Assume the contrary. Then there exists a ∈ S with a2m 	= am. Using
Zorn’s lemma, we easily verify that there exists a congruence ρ of the act (S1)S
which is maximal with respect to the condition (a2m, am) /∈ ρ. Standard arguments
show that S1/ρ is a subdirectly indecomposable S-act. Then (∗∗′) implies that
|S1/ρ| ≤ n.

Let us verify that the elements 1, a, a2, . . . , an lie in distinct cosets of ρ. Indeed,
if (ai, aj) ∈ ρ for some i < j ≤ n then (ai, ai+k) ∈ ρ for some k ≤ n, and so
(ai, ai+kl) ∈ ρ for all l ∈ N. Since m = lcm(1, 2, . . . , n), it follows that m = kt for
some t ∈ N. Hence, (ai, ai+m) ∈ ρ. Multiplying by am−i on the right, we obtain
(am, a2m) ∈ ρ which contradicts the choice of a. �

It is well known that each finite index subgroup contains a finite index normal
subgroup. Semigroup theory provides a similar statement.
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Lemma 2 [2, Lemma 7]. For every finite index right congruence ρ of a semi-
group S, there is a finite index two-sided congruence ρ′ ⊆ ρ. Furthermore, if
|S/ρ| = n then we can choose ρ′ so that |S/ρ′| ≤ nn+1.

Lemma 3. If a semigroup S satisfies (∗) then every right congruence is an in-
tersection of finite index right congruences.

Proof. Take a right congruence ρ of a semigroup S. By (∗), the act S/ρ
is residually finite. Hence, the equality relation �S/ρ is an intersection of finite
index congruences of S/ρ, which means that ρ is an intersection of finite index right
congruences of S.

The following statement is pointed out in [2]. Let us justify it to make our
exposition fuller.

Lemma 4. If a semigroup S satisfies (∗) then all its homomorphic images are
residually finite.

Proof. Take a congruence ρ of S and consider the quotient semigroup T =
S/ρ as a right S-act. By (∗), the act T is residually finite. Therefore, there exist
congruences ρi of this act with |T/ρi| < ∞ and

⋂
i ρi = �T . This implies that S

has finite index right congruences σi with
⋂
i σi = ρ. By Lemma 2, there exist finite

index two-sided congruences σ′i ⊆ σi. We have

ρ ⊆
⋂

i

(ρ ∨ σ′i) ⊆
⋂

i

(ρ ∨ σi) =
⋂

i

σi = ρ.

Hence,
ρ =
⋂

i

(ρ ∨ σ′i).

Since the congruences ρ ∨ σ′i are of finite index, the semigroup S/ρ is residually
finite. �

Below we need a description of subdirectly indecomposable acts over a group.
Let us establish firstly a lemma on subdirectly indecomposable acts over a monoid.

Lemma 5. Given a monoid S with unity e, every subdirectly indecomposable
nonunitary S-act X can be expressed as X = Y ∪ {a}, where Y = Xe is a unitary
subdirectly indecomposable S-act and aS ⊆ Y .

Proof. Take an act X satisfying the hypotheses. It is obvious that Y = Xe =
XS is a unitary subact. To verify that Y is subdirectly indecomposable, assume
the contrary. Then there exists a family {ρi | i ∈ I} of congruences of Y such that
ρi 	= �X and

⋂{ρi | i ∈ I} = �X . Put ρ′i = ρi ∪�X . Then ρ′i is a congruence of X
and ⋂

{ρ′i | i ∈ I} = �X .

But this contradicts the indecomposability of X as a subdirect product. It remains
to show that |X\Y | = 1.

If a, b ∈ X\Y with a 	= b then ae 	= a and be 	= b. It is obvious that the
relations ρa = {(a, ae), (ae, a)}∪�X and ρb = {(b, be), (be, b)}∪�X are congruences
of X and ρa ∩ ρb = �X . This contradicts the assumption that X is subdirectly
indecomposable. �

Given an act X over a group G with unity e, we have X = Xe ∪ (X\Xe),
where Xe is the maximal unitary subact, while A = X\Xe is the nonunitary part.
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The unitary subact Xe is the union of disjoint orbits, Xe =
∐
i∈I xiG; furthermore,

xiG ∼= G/Hi, where Hi = {g | xig = xi}. Thus,

X ∼=
∐

i∈I
(G/Hi)

∐
A,

where AG ⊆ Xe.
Theorem 6. A right act X over a group G is subdirectly indecomposable if

and only if |X | = 1 or X is isomorphic to one of the acts:
(1) {x, a}, where xG = aG = {x};
(2) G/H and, furthermore, G includes the smallest subgroup H ′ ⊃ H ;
(3) (G/H)

∐{z}, where H is as in (2) and zG = {z}.
Proof. We can verify directly that the acts of the form (1)–(3) are subdirectly

indecomposable.
Take a subdirectly indecomposable G-act X with |X | ≥ 2. Assume firstly

that X is unitary. Then
X =

⋃
{xiG | i ∈ I},

where xiG ∼= G/Hi are the orbits. To show that |I| ≤ 2, suppose that |I| ≥ 3 and
choose distinct elements i1, i2, i3 ∈ I. The sets

P = xi1G, Q = xi2G, R =
⋃
{xiG | i 	= i1, i2}

are nonempty. Put
ρ1 = ((P ∪Q)× (P ∪Q)) ∪�X ,

ρ2 = ((R ∪Q)× (R ∪Q)) ∪�X ,

ρ3 = ((P ∪R)× (P ∪R)) ∪�X .

Then ρ1, ρ2, and ρ3 are nontrivial congruences of X and ρ1 ∩ ρ2 ∩ ρ3 = �X , which
is impossible for a subdirectly indecomposable act.

Therefore, we see that X = xG or X = x1G ∪ x2G. If X = xG then X ∼= G/H
and, since every nontrivial subdirectly indecomposable act must contain the smallest
nontrivial congruence, the smallest subgroup H ′ ⊃ H exists. This means that X
is of the form (2). Assume now that X = x1G ∪ x2G. If |x1G|, |x2G| ≥ 2 then
ρ1 = (x1G × x1G) ∪ �X and ρ2 = (x2G × x2G) ∪ �X is a nontrivial congruence
with ρ1 ∩ ρ2 = �X ; this is contradiction. Therefore, we can assume that |x2G| = 1.
Consequently,

X = x1G ∪ {z} ∼= (G/H)
∐
{z}.

It is not difficult to see that we obtain a act of the form (3).
If X is nonunitary then X = Xe ∪ {a} by Lemma 5. To verify that |Xe| = 1,

suppose that |Xe| > 1. Then

ρ1 = {(a, ae), (ae, a)} ∪�X , ρ2 = (Xe×Xe) ∪�X

are nontrivial congruences of X and ρ1 ∩ ρ2 = �X , and we also arrive at a contra-
diction. If |Xe| = 1 then X is of the form (1). �

All homomorphic images of every infinite cyclic semigroup S are residually finite
(in fact, the nontrivial homomorphic images are finite). But some example shows [2]
that an infinite subdirectly indecomposable act over S exists. Consequently, the
converse to Lemma 4 is false. The example shows also that the converse to Lemma 3
is false. But in the case that S is a group, Lemma 3 admits a converse.
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Theorem 7. A group G satisfies condition (∗) if and only if each of its sub-
groups is an intersection of finite index subgroups.

Proof. Necessity follows from Lemma 3.
Sufficiency. Since (∗) and (∗′) are equivalent conditions, it suffices to prove (∗′).
Take a subdirectly indecomposable G-act X , which is of the form (1), (2),

or (3) by Theorem 5. Acts of the form (1) are finite. Let us show that every act
of the form (2) is finite as well. Hence, X ∼= G/H and there the smallest subgroup
H ′ ⊃ H exists. By assumption, H is an intersection of finite index subgroups, i.e.,
H =

⋂
αHα and [G : Hα] <∞ for all α. In addition, either Hα ⊇ H ′ or Hα = H for

each α. Consequently, Hα = H for some α, and so H is of finite index. Therefore,
X is a finite act. For X of the form (3) we establish in the same fashion that H is
a finite index subgroup, and so X ∼= (G/H) ∪ {z} is a finite act. �

Proceed to condition (∗∗). To show that the semigroups satisfying it are uni-
formly locally finite, we need one general statement. The next theorem follows from
Theorem 0.1 of [8]. We include a proof because in our case we can sharpen the upper
bound on the orders of t-generator subalgebras.

Theorem 8. Consider a universal algebra A of finite signature. If A is ap-
proximated by some algebras Ai, i ∈ I, of finite jointly bounded orders then A is
uniformly locally finite. Furthermore, if |Ai| ≤ n for all i ∈ I then each subalgebra
generated by t elements has at most exp(ψ(n) · nt · logn) elements, where ψ(n) is
the number of nonisomorphic algebras of this signature with orders at most n.

Proof. Enumerate the elements of the signature of A as � = {f1, . . . , fk}.
By assumption, A is a subdirect product of some algebras Ai of signature � with
|Ai| ≤ n. Consequently, A is isomorphic to a subalgebra of the direct product
Ā =

∏
i∈I Ai. Therefore, it suffices to prove that Ā is a uniformly locally finite

algebra.
Since � is a finite signature, there is only a finite number ψ(n) of pairwise

nonisomorphic algebras with n or fewer elements. Hence,

Ā ∼= B1 ×B2 × · · · ×Bψ(n), (◦)
where Bα =

∏
Iα

(Cα) and Cα is an algebra of cardinality at most n, while α =
1, 2, . . . , ψ(n). Since the direct product of finitely many uniformly locally finite
algebras is a uniformly locally finite algebra, it suffices to show that all Bα are
uniformly locally finite algebras. To simplify notation, we omit the indices.

Thus, we have to show that B =
∏
j∈J C is a uniformly locally finite algebra

provided that C is a finite algebra of finite signature.
Choose b(1), b(2), . . . , b(t) ∈ B and consider the subalgebra 〈b(1), b(2), . . . , b(t)〉

generated by these elements. We have b(s) = (bsj)j∈J for s = 1, 2, . . . , t, where
bsj ∈ C. For each tuple ξ = (c1, . . . , ct) ∈ Ct, put

Jξ = {j ∈ J | b1j = c1, . . . , btj = ct}.
Some of these sets may be empty. It is obvious that Jξ ∩ Jη = ∅ for ξ 	= η.
Consequently, the nonempty Jξ form a partition of J , i.e., J =

⋃{Jξ | ξ ∈ Ct}.
Denote the equivalence corresponding to this partition by θ.

Put B′ = {(cj)j∈J for (j, j′) ∈ θ}. It is obviously a finite subalgebra and its
order equals |C|p, where p = |J/θ|. Moreover, b(1), b(2), . . . , b(t) ∈ B′. Consequently,
the subalgebra 〈b(1), b(2), . . . , b(t)〉 is finite. Let us find an upper bound on its order.
Since p ≤ |Ct| ≤ nt, we see that

|〈b(1), b(2), . . . , b(t)〉| ≤ |B′| = |C|p ≤ exp(nt logn).
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So, in each Bα the subalgebra generated by t elements contains at most exp(nt logn)
elements. Using (◦), we infer that every t-generated subalgebra of A has order at
most exp(ψ(n) · nt · logn). �

The theorem above enables us to establish the uniform local finiteness of some
class of semigroups that contains the semigroups satisfying (∗∗).

Theorem 9. Every semigroup S such that the act SS is approximated by S-
acts whose orders are bounded above by the same positive integers is uniformly
locally finite.

Proof. By assumption, �S =
⋂{ρi | i ∈ I}, where ρi is a right congruence

such that S/ρi is a subdirectly indecomposable act and |S/ρi| ≤ n. Lemma 2 implies
that ρi contains a two-sided congruence ρ′i of index at most nn+1. Therefore, �S =⋂{ρ′i | i ∈ I}, where |S/ρ′i| ≤ nn+1. Since ρ′i is a two-sided congruence, it follows that
S/ρ′i is a semigroup. Consequently, the semigroup S is approximated by semigroups
with nn+1 or fewer elements. By Theorem 8, it is uniformly locally finite. The order
of each t-generated subsemigroup is at most exp(ψ(nn+1) · nt(n+1) · (n+ 1) · logn),
where ψ(k) is the number of nonisomorphic semigroups with k or fewer elements. �

Corollary 10. Every semigroup with condition (∗∗) is uniformly locally finite.
Remark. If a semigroup is uniformly locally finite then it is uniformly periodic.

But the bound on the order of a cyclic subsemigroup provided by Theorem 9 is weaker
than that in Theorem 1. Indeed, taking t = 1 in the formula of Theorem 9, we obtain
the inequality |〈a〉| ≤ exp(ψ(nn+1) · nn+1 · (n+ 1) · logn) for every element a of this
semigroup, while Theorem 1 yields |〈a〉| ≤ 2 · lcm(1, 2, . . . , n)− 1.
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THE EQUILIBRIUM PROBLEM FOR A TIMOSHENKO

PLATE IN CONTACT WITH AN OBLIQUE OBSTACLE

N. P. Lazarev

Abstract. Under study is the equilibrium of a plate in contact with a fixed rigid obstacle
on a part of the outer edge. On the contact boundary we propose a condition that is
described the no-penetration of the points of the plate and obstacle, on assuming that
the normal to the surface of a possible contact of the plate with the obstacle is at a small
angle to the midplane of the plate. We prove that the variational equilibrium problem
of the plate with Signorini-type conditions has a unique solution. We find a differential
statement equivalent to the original statement in case of sufficiently smooth solutions.

Keywords: plate, crack, no-penetration condition, variational problem

Introduction

Many articles study plates and shells (see [1–13] for instance). As a rule, the
edges of the plate are vertical and defined by a cylindrical surface, whose normal at
each point is parallel to the midplane of the plate. Variational methods are applicable
in many model problems of the mechanics of deformable solids with nonlinear no-
penetration conditions (in the form of a system of equalities and inequalities) defined
on the curve (surface) corresponding to the zone of a possible contact or a crack in
the solid [6–13].

Nonlinear equilibrium problems of a plate in the Kirchhoff–Liav model with
the no-penetration conditions for an oblique crack were studied in [7, 8]. The no-
penetration condition in [7] is given for a crack specified as a smooth surface z =
F (x1, x2), where F (x1, x2) is a function on the (mid)plane (x1, x2). A no-penetration
condition for an almost vertical crack is derived in [8]. Both articles rely on the addi-
tional assumption (as compared to the Kirchhoff–Liav model) that we can determine
the displacements at all points of the crack faces by using the displacements of the
points on the midplane of the plate. The equilibrium problem for the Timoshenko
plate with a nonlinear no-penetration boundary condition modeling the mutual no-
penetration of the opposite faces of an oblique crack is studied in [12]; furthermore,
the no-penetration condition, by analogy with [8], is derived on assuming that the
obliqueness of the crack surface is small.

In this article we propose a mathematical model with a nonlinear no-penetration
condition for the contact equilibrium problem of a plate. We derive the boundary
condition on assuming that the normal to the contact surface is at a small angle to
the midplane. We state the variational equilibrium problem of a plate as the mini-
mization problem for an energy functional on a set of admissible functions satisfying

The author was supported by the Russian Foundation for Basic Research (Grant 13–01–
00017A).
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the no-penetration condition and show that this problem has the unique solution.
We describe the contact of the plate with a fixed rigid obstacle. When the solu-
tion to the minimization problem is sufficiently smooth, for the original variational
statement we obtain an equivalent statement as a boundary problem.

1. Statement of the Problem

Consider a bounded simply-connected region � ⊂ R2 with smooth boundary
� = γ ∪�0, where γ∩�0 = ∅ and mes �0 > 0 (Fig. 1). Assume that the curve γ does
not include its endpoints. Denote by ν = (ν1, ν2) the outer normal to � . Define
the three-dimensional Cartesian coordinates {x1, x2, z} so that the set �×{0} ⊂ R3

corresponds to the midplane of the plate.

Fig. 1

As in [8, 12], define the surface

� =
{
(x̄1, x̄2, z) | |z| ≤ h, (x̄1, x̄2) = x̄, x̄ = x− zν(x) tanα(x), x ∈ γ}, (1)

where α(x) ∈ C(γ) with |α(x)| < π/2 for x ∈ γ. Assume that the normal n(x̄, z)
to � for fixed x ∈ γ remains constant, i.e.,

n(x̄, z) = n(x, 0) = (ν(x) cosα(x), sinα(x)), x̄ = x− zν(x) tanα(x), |z| ≤ h.
For example, the surfaces formed using the plane or a conical surface enjoy this
property.

In the original undeformed state the plate touches a rigid obstacle along some
surface 	 (Fig. 2) and is clamped along the rest of its outer edge.

Fig. 2

Denote by χ = χ(x) = (W , w), for x ∈ �, the displacement vector of the points
of the middle surface, where W = (w1, w2) and w are horizontal (along the plane
(x1, x2)) and vertical displacements respectively. Denote the rotation angles of the
normal sections by ψ = ψ(x) = (ψ1, ψ2) for x ∈ �.

Recall some tensor relations of elasticity theory, valid for transversally isotropic
elastic plates [14]. The tensors

εij(ψ) =
1
2

(
∂ψi

∂xj
+
∂ψj

∂xi

)
, εij(W ) =

1
2

(
∂wi

∂xj
+
∂wj

∂xi

)
, i, j = 1, 2,
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describe the deformation of the plate. The momentum and stress tensors are calcu-
lated as

mij(ψ) = cijklεkl(ψ), σij(W ) = 3h−2cijklεkl(W ) (2)

(with summation over the repeated indices); the nonzero constant components of
the tensor cijkl are defined as

ciiii = D, ciijj = Dκ, cijij = cijji = D(1− κ)/2, i, j = 1, 2, i �= j,

where D is the cylindrical rigidity of the plate and κ is Poisson’s coefficient. The
vector of transverse forces q = (q1, q2) satisfies [14]

qi(w,ψ) = �(w,i +ψi), i = 1, 2,
(
v,i =

∂v

∂xi

)
(3)

with � = 2κ′G, where κ′ is the shear coefficient, G is the shear modulus in the area
elements orthogonal to the midplane of the plate; furthermore, �, κ′, and G are
constant.

Denote by H1(�) the Sobolev space and by H1,0
�0

(�) the subspace of H1(�) of
all functions vanishing on a part �0 of the outer boundary. Put

H = H1,0
�0

(�)5, ‖ · ‖ = ‖ · ‖H .
For η = (W , w,ψ) ∈ H and η̄ = (W , w̄, ψ̄) ∈ H , define the bilinear form

B(η, η̄) =
∫

�

(σij(W )εij(W ) +mij(ψ) εij(ψ̄) + �(w,i +ψi)(w̄,i +ψ̄i)).

The potential energy of the deformed plate is

�(η) =
1
2
B(η,η)−

∫

�

Fη, η = (W , w,ψ) ∈ H, (4)

where F = (f1, f2, f3, μ1, μ2) ∈ L2(�)5 is the prescribed vector of exterior loads [14].
Impose the boundary conditions of rigid clamping on the part �0 of the outer

boundary � :

η = 0 on �0, where 0 = (0, 0, 0, 0, 0), η = (W , w,ψ). (5)

In the Timoshenko model we can express the displacements

χ(x, z) = (W (x, z), w(x, z))

of the points of the plate at distance |z| ≤ h from the middle surface in terms of
the displacements χ(x, 0) = χ(x) = (W , w) in the middle surface and the rotation
angles ψ = ψ(x) of the normal sections. Furthermore [14],

W (x, z) =W (x) + zψ(x), w(x, z) = w(x), |z| ≤ h, x ∈ �.
We derive the no-penetration condition by analogy with [8, 12]. Assume that the

angle α(x) is sufficiently small for all x ∈ γ and that we can express the displacements
at the points (x̄, z) ∈ � (on the possible contact surface) using the traces of the
functions W (x), w(x), and ψ(x) along the curve γ the equalities

w±(x̄, z) = w±(x), W±(x̄, z) =W±(x) + zψ±(x), |z| ≤ h, x ∈ γ, (6)

where x̄ = x− zν(x) tanα(x).
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The no-penetration condition amounts to requiring the projection of the dis-
placement vector χ(x̄, z) (for x ∈ �) onto the normal n(x̄, z) to be nonpositive:

χ(x̄, z) · (ν(x) cosα(x), sinα(x)) ≤ 0, (x̄, z) ∈ �.
By (6), inserting the extremal values z = h and z = −h, we find that

Wν cosα+ h|ψν | cosα+ w sinα ≤ 0, x ∈ γ,
where ψν = ψiνi and Wν = wiνi. Dividing the last relation by cosα, we deduce
the no-penetration condition for the oblique crack:

Wν + w tanα ≤ −h|ψν |, x ∈ γ. (7)

Observe that this inequality with α ≡ 0 recovers the no-penetration condition for
the contact problem with a vertical edge [13].

Let us state the equilibrium problem of a plate in contact with an oblique rigid
obstacle as the minimization

inf
η∈K

�(η) (8)

of the energy functional, where

K = {η ∈ H | η = (W , w,ψ) satisfies (7)}
is the set of admissible functions. The functional �(η) on the space H is coercive,
convex, and weakly lower-semicontinuous [13]. In addition, it is �(η) differentiable.
We can show that K is a convex and closed set; consequently, it is weakly closed
in the reflexive space H . These properties of �(η) and K ensure the existence of
a unique solution ξ = (U , u,φ) satisfying the variational inequality

B(ξ,η − ξ) ≥
∫

�

F(η − ξ), ξ,η ∈ K. (9)

By the properties of the energy functional and the set of admissible functions, the
variational inequality (9) and the minimization problem (8) are equivalent [13].

2. Formulation as a Boundary Value Problem

In this section we obtain a formally equivalent differential statement of prob-
lem (8). To this end, starting from the variational inequality (9) and choosing suit-
able test functions, we deduce a complete collection of boundary conditions along
the curve γ. In order to extract from (9) a relation on γ, we use Green’s formula.
Assume that the solution ξ to (8) is sufficiently smooth.

Compare two inequalities obtained by inserting the test functions η = ξ + η̃

and η = ξ − η̃ into (9), where η̃ = (W̃ , w̃, ψ̃) ∈ C∞0 (�)5. This yields
∫

�

(σijεij(W̃ ) +mijεij(ψ̃) + qi(w̃,i +ψ̃i))

=
∫

�

(fiw̃i + f3w̃ + μiψ̃i), η̃ ∈ C∞0 (�)5.

Here and henceforth

mij = mij(φ), σij = σij(U), qi = qi(u,φ), i, j = 1, 2.
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Since w̃1, w̃2, w̃, ψ̃1, and ψ̃2 are independent, we deduce the equilibrium equations

σij,j = −fi, mij,j − qi = −μi, i = 1, 2, qi,i = −f3 in �. (10)

Green’s formula [9] says that
∫

�

σij εij(W ) = −
∫

�

σij,jwi +
∫

γ

(σνWν + στ iwτ i), W ∈ H1,0
�0

(�)2, (11)

where σνν and στ = (στ1, στ2) are the normal and tangential components of the
vectors (σ1jνj and σ2jνj), σijνj = σννi +στ i, and σν = σijνjνi, while τ = (−ν2, ν1)
and wτ i = wi −Wννi for i = 1, 2. Recall also (see [9]) that

∫

�

mijεij(ψ) = −
∫

�

mij,jψi +
∫

γ

(mνψν +mτ iψτ i), ψ ∈ H1,0
�0

(�)2, (12)

∫

�

∇u∇w =
∫

γ

∂u

∂ν
w −
∫

�

w�u, w ∈ H1,0
�0

(�), (13)

∫

�

φ∇w =
∫

γ

φνw −
∫

�

w divφ, w ∈ H1,0
�0

(�). (14)

where mν and mτ i for i = 1, 2 are defined by analogy with the previous formula
written down for σν and στ i for i = 1, 2 (see (11)).

Inserting η = 0 and η = 2ξ into (9), we infer that

B(ξ, ξ) =
∫

�

Fξ, B(ξ,η) ≥
∫

�

Fη, η ∈ K. (15)

In the second relation here we apply (11)–(14) to integrate by parts and, taking the
equilibrium equations (10) into account, obtain
∫

γ

(σνWν + στ iwτ i) + (mνψν +mτ iψτ i) + �

(
∂u

∂ν
+ φν

)
w ≥ 0, η ∈ K. (16)

Choose test functions so that Wν = 0, ψν = 0, and w = 0 on γ. Then, varying the
values of wτ i and ψτ i for i = 1, 2 in (16) arbitrarily, we obtain

στ i = mτ i = 0, i = 1, 2, on γ. (17)

Introduce the auxiliary vector function p = (p1, p2, p3) consisting of sufficiently
smooth functions pi, for i = 1, 2, 3, on γ with supp pi ⊂ γ for i = 1, 2, 3. It is known
(see [6] for instance) that there exists a function η̃ ∈ H(�) such that

(p1ν1, p1ν2) = [W̃ ], p2 = [w̃], (p3ν1, p3ν2) = [ψ̃] on γ. (18)

Furthermore, it is obvious that [W̃ν ] = p1 and [ψ̃ν ] = p3 on γ; hence, on assum-
ing that p1 + p2 tanα ≤ −h|p3| on γ, we insert into (16) a function η̃ ∈ H(�),
satisfying (18), and then by (17) see that

∫

γ

(σνp1 +mνp3 + qνp2) ≥ 0. (19)
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Consider the expansion

σνp1 +mνp3 + qνp2 =
1
2

(
σν +

1
h
mν

)
(p1 + p2 tanα+ hp3)

+
1
2

(
σν − 1

h
mν

)
(p1 + p2 tanα− hp3) + (−σν tanα+ qν)p2. (20)

Choose p1, p2, and p3 satisfying p1 = −p2 tanα, p3 = 0 from (19). By (20), we find
that

σν tanα = qν on γ. (21)

Using (20) and (21), rearrange (19) as
∫

γ

((
σν+

1
h
mν

)
(p1+p2 tanα+hp3)+

(
σν− 1

h
mν

)
(p1+p2 tanα−hp3)

)
≥ 0 (22)

provided that p1 + p2 tanα ≤ −h|p3| on γ. This implies that hσν + mν ≤ 0 and
hσν −mν ≤ 0, or ?− hσν ≥ |mν | on γ. ?!

By (17) and (21), integrating by parts the first relation in (15) yields
∫

γ

((
σν +

1
h
mν

)
([Uν ] + [u] tanα+ h[φν ])

+
(
σν − 1

h
mν

)
([Uν ] + [u] tanα− h[φν ])

)
= 0.

All terms in the integrand of the last equality are nonnegative, and so
(
hσν +mν

)
([Uν ] + [u] tanα+ h[φν ]) =

(
hσν −mν

)
([Uν ] + [u] tanα− h[φν ]) = 0

on γ. This justifies the following statement.

Theorem 1. If the solution ξ = (U , u,φ) to (8) is sufficiently smooth then
ξ = (U , u,φ) is also a solution to the boundary value problem (2), (3), (10) with
the boundary conditions

U = φ = (0, 0), u = 0 on �0, (23)

στ = mτ = (0, 0), σν tanα = qν on γ, (24)

στ = mτ = (0, 0), [Uν ] + [u] tanα ≤ h|[φν ]|, −hσν ≥ |mν | on γ, (25)
(
σν +

1
h
mν

)
([Uν ] + [u] tanα+ h[φν ]]) = 0 on γ, (26)

(
σν − 1

h
mν

)
([Uν ] + [u] tanα− h[φν ]) = 0 on γ. (27)

Remark 1. The converse is also true: a smooth function ξ ∈ K satisfying
the equilibrium equations (10) and the relations (2), (3), (24)–(27) is a solution to
problem (8). We can verify this by analogy with the arguments of [9, 12].

Remark 2. With α ≡ 0 in conditions (24)–(27) we recover the boundary con-
ditions corresponding to the boundary value problem for a plate with vertical edges
in contact with a rigid obstacle [13].
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ON A CERTAIN INVERSE LINEAR PROBLEM

FOR A PARABOLIC SYSTEM OF EQUATIONS

S. G. Pyatkov and E. M. Korotkova

Abstract. We consider well-posedness in Sobolev spaces of an inverse linear problem of
determining the right-hand side of a parabolic system. The overdetermination conditions
are given on some collection of surfaces. The well-posedness of the problem is proven
under some conditions of the boundary operators.

Keywords: parabolic system, inverse problem, boundary value problem, overdetermi-
nation condition

§ 1. Introduction

Let G be a bounded domain in Rn with boundary � of class C2m and let
Q = (0, T )×G. The parabolic system is of the form

ut +A(t, x,D)u =
r∑

i=1

bi(t, x)qi(t, x′) + f, (t, x) ∈ Q, x = (x′, x′′), (1)

where x′ = (x1, x2, . . . , xk) and x′′ = (xk+1, xk+2, . . . , xn), bi (i = 1, 2, . . . , r) and f
are given vector-functions with the vanishing components bi beginning with the
number r0+1 (r0 < h), and A is a matrix elliptic operator of order 2m and dimension
h× h representable as

A(t, x,D) =
∑

|α|≤2m

aα(t, x)Dα, D = (∂x1 , ∂x2 , . . . , ∂xn).

The unknowns in (1) are a solution u and functions qi(t, x′), i = 1, 2, . . . , r = sr0,
occurring on the left-hand side of (1). Equation (1) is complemented with the initial
and boundary conditions

u|t=0 = u0, Bju|S =
∑

|β|≤mj

bjβ(t, x)Dβu|S = gj(t, x), (2)

where mj < 2m, j = 1, 2, . . . ,m, and S = (0, T )× � . Denote by P0a the vector of
length r0 < h whose coordinates agrees with the first r0 coordinates of the vector a
of length h. The overdetermination conditions for determining the functions qi are
of the form

P0u|Si = ψi(t, x′), Si = (0, T )× �i, i = 1, 2, . . . , s, (3)

where {�i} is a collection of smooth k-dimensional surfaces lying in G and ψi, i =
1, 2, . . . , s, are given vector-functions.

The problems of this type arise in describing heat and mass transfer, diffusion
and filtration, and so on. Many inverse coefficient problems with overdetermination

c© 2014 Pyatkov S. G. and Korotkova E. M.
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conditions of the form (3) and k = n − 1 for second order parabolic equations are
addressed in the articles by Yu. Ya. Belov, Yu. E. Anikonov, and some other authors
(see [1]). In the case of n = 1 (k = 0) the unknowns qi depend only on t and the
surfaces Si are just points. The problems of this type are examined, for instance,
in [2]. We can refer also to [3, 4], where the problems of the form (1), (2) are
considered in the general setting. Most of the articles is devoted to different model
problems. One of the models describing heat and mass transfer is the Navier–Stokes
system complemented with equations for the temperature and the concentrations of
transferrable substances. Given the data of measurements on the cross-sections of
the channel, the problem is to define the unknown parameters (the coefficients of
the equations) or the densities of sources (the right-hand side) (see, e.g., [5–8]).

Many inverse and extremal problems in the stationary case are exposed in the
articles by G. V. Alekseev (see, for instance, [9–11]). We should note also the articles
[12–16]. In particular, the authors of [13] considered the question of solvability of
(1)–(3) in the Hölder classes for a second order elliptic operator A and the authors
of [3, 4], the solvability questions for (1)–(3) in both linear and nonlinear cases with
r0 = h. Our results are rather similar to those in [3]. We also point out the
monographs [17–19] devoted to inverse problems for parabolic and elliptic equations
and systems and the recent results [20–22].

In the present article we prove existence and uniqueness of solutions to (1)–(3)
in a Sobolev space and establish continuous dependence of solutions on the data of
the problem.

§ 2. Definitions, Notations, and
Statements of the Main Results

Let E be a Banach space. Denote by Lp(G;E) (with G a domain in Rn)
the space of strongly measurable functions on G with values in E and the finite
norm ‖‖u(x)‖E‖Lp(G). We also employ the spaces Ck(G;E) comprising functions
having continuous and bounded partial derivatives up to the order k in G which
admit continuous extensions on the closure G. The Sobolev spaces W s

p (G;E) and
W s

p (Q;E) are defined conventionally (see [23–26]). For fractional s the Sobolev space
W s

p (G;E) coincides with the Besov space Bs
p,p(G;E). If E = C or E = Cn then

we use the notation Bs
p,p(G). Similarly, we involve the notations W s

p (G) and Ck(G)
rather than W s

p (G;E) and Ck(G;E) in this case.

The containment u ∈ W s
p (G) (or u ∈ Ck(G)) for a given vector-function u =

(u1, u2, . . . , uk) means that every component ui belongs to W s
p (G) (or Ck(G)). The

norm on the corresponding space is the sum of the norms of the coordinates unless
otherwise stated. The similar convention is adopted for matrices as well, i.e., a ∈
W s

p (G), a = {aij}kj,i=1, means that aij(x) ∈ W s
p (G) for all i and j. Given an interval

J = (0, T ), put

W s,r
p (Q) = W r

p (J ;Lp(G)) ∩ Lp

(
J ;W s

p (G)
)
,

W s,r
p (S) = W r

p (J ;Lp(� )) ∩ Lp

(
J ;W s

p (� )
)
.

Let us describe the class of domains G. We say that the boundary � = ∂G
belongs to C2m if, for every point x0 ∈ � , there exist a neighborhood U (the
coordinate neighborhood) and a coordinate system y (the local coordinate system)
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obtained from the initial by rotation and translation of the origin in which

U ∩G = {y ∈ Rn : y′ ∈ Br, ω(y′) < yn ≤ ω(y′) + d}, y′ = (y1, . . . , yn−1),

U ∩ (Rn \G) = {y ∈ Rn : ω(y′)− d ≤ yn < ω(y′)},
� ∩ U = {y ∈ Rn : y′ ∈ Br, yn = ω(y′)},

where y′ = (y1, y2, . . . , yn−1), Br = {y′ : |y′| < r}, δ > 0 is a constant, and
ω ∈ C2m(Br). Without loss of generality, we assume that the yn-axis of the local
coordinate system is directed along the normal to � at x0.

Fix a parameter p > n+ 2m. Let Br(x0) be the ball of radius r centered at x0.
Specify the conditions on G and the surfaces �i.

(A) (a) Case of k ≥ 1. There exists a domain � ⊂ Rk with boundary of
class C2m such that G ⊂ �× Rn−k,

�i =
{
x ∈ Rn : x′′ = ϕi(x′) =

(
ϕi
k+1(x

′), ϕi
k+2(x

′), . . . , ϕi
n(x′)

)
, x′ ∈ �},

ϕi(x′) ∈ C2m(�) for all i = 1, 2, . . . , s and a constant δ > 0 such that

Uδi = {(x′, ϕi(x′) + η) : x′ ∈ �, η ∈ Rn−k, |η| < δ} ⊂ G, Uδi ∩ Uδj = ∅,

for i 	= j, i, j = 1, 2, . . . , s.
(b) Case of k = 0. We take some interior points {xi}si=1 of G as {�i}si=1. Let

Uδi = Bδ(xi) and choose a number δ > 0 such that U δi ⊂ G and Uδi ∩ Uδj = ∅ for
i 	= j, i, j = 1, 2, . . . , s.

The requirement (A) is a geometric condition; it is used in all articles on the
inverse problems in question. It is fulfilled, for example, if G = � × Rn−k, where
� is a bounded domain of class C2m.

Below we use the notations: Qτ = (0, τ)×G, Q0 = (0, T )×�, Qτ = (0, τ)×�,
S0 = (0, T )× ∂�, Gδ =

⋃
i Uδi, �δ = � ∩ ∂Gδ, Sδ = (0, T )× �δ, Qδi = (0, T )× Uδi,

Qδ = (0, T )×Gδ, and Qτ
δ = (0, τ)×Gδ.

Further, we assume that the following conditions hold.
Consistency condition and smoothness of the data.

∃�(t, x) ∈ W 1,2m
p (Q) : �|t=0 = u0(x), Bj�|S = gj, j = 1, . . . ,m, (4)

∂xi� ∈W 1,2m
p (Qδ), P0�|Sj = ψj(t, x′) ∈W 1,2m

p (Q0), (5)

f ∈ Lp(Q), ∂xif ∈ Lp(Qδ), f |Sj ∈ C(Q0), (6)

where j = 1, 2, . . . , s, i = k + 1, . . . , n, and δ is a constant from (A).
As a consequence of (4)–(6) and the embedding theorems, we have

u0(x) ∈ B2m−2m/p
p,p (G), gj ∈ W kj ,2mkj

p (S), kj =
2m−mj − 1/p

2m
, (7)

∂xigj ∈ W kj ,2mkj
p (Sδ), ∂xiu0(x) ∈ B2m−2m/p

p,p (Gδ), (8)

j = 1, 2, . . . ,m, i = k + 1, . . . , n;

the latter conditions along with the agreement conditions ensure the existence of
a function � satisfying (4) and (5). To justify this fact, we can apply the theorems on
extension of functions on the boundary of a domain to a domain while preserving the
necessary function classes. To simplify the arguments, we however use the conditions
on the data written in the form (4), (5).
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The conditions on the coefficients of A and Bj are more or less conventional.
We assume that

aα(t, x) ∈ L∞(Q), |α| < 2m, aα(t, x) ∈ C(Q), |α| = 2m,

bjβ ∈ C2m−mj (S), j = 1, . . . ,m, |β| ≤ mj ,
(9)

bj(t, x) ∈ L∞(Q), ∂xibj(t, x) ∈ L∞(Qδ), j = 1, 2, . . . , s, i ≥ k + 1, (10)

for all i = k + 1, k + 2, . . . , n the functions ∂xiaα(t, x) and ∂xibjβ(t, x)
satisfy (9), where Q is replaced with Qδ, and S with Sδ.

(11)

Consider the matrix B(t, x′) of order sr0 whose rows with the numbers from
(j − 1)r0 + 1 to jr0 are occupied by the columns

(−P0b1(t, x),−P0b2(t, x), . . . ,−P0br(t, x))|x′′=ϕj(x′).

The entries of this matrix are bounded on Q0 almost everywhere. We require that
there exists a constant δ0 > 0 such that

| detB(t, x′)| ≥ δ0 almost everywhere in �× (0, T ). (12)

Examine the system of equations

B(t, x′)�q0 = �g, �q0 =
(
q01 , q

0
2 , . . . , q

0
sr0

)
, (13)

where �g is the column whose coordinates with the numbers from (j−1)r0 +1 till jr0
coincide with the coordinates of the vector

P0(f0(t, x′, ϕj(x′))−A�(t, x′, ϕj(x′))− �t(t, x′, ϕj(x′))).

Under condition (12), the system (13) has the unique solution�q0 =
(
q01 , . . . , q0sr0

)
=

(B(t, x′))−1�g(t, x′). The above conditions on the data ensure that�q0 ∈ Lp(Q0).
Consider the operator A0(t, x,D) =

∑
|α|=2m aαDα and assume that the oper-

ator ∂t + A0 is parabolic, i.e., there exists a constant δ1 > 0 such that every root p
of the polynomial det(A0(t, x, iξ) + pE) = 0 (E is the identity matrix) satisfies the
inequality

Re p ≤ −δ1|ξ|2m, ξ ∈ Rn, (x, t) ∈ Q. (14)

The Lopatinskĭı condition is written in the form: given a point (t0, x0) ∈ S,
rewrite the operators A0 and Bj0 at (t0, x0) (Bj0 =

∑
|β|=mj

bjβDβ) in the local
coordinate system y and assume that the system

(λE +A0(iξ′, ∂yn))v(yn) = 0, Bj0(iξ′, ∂yn)v(0) = hj ∈ Ch, (15)

ξ′ = (ξ1, . . . , ξn−1), yn ∈ R+, j = 1, 2, . . . ,m, has a unique solution in C(R
+
;Ch)

decreasing at infinity for all ξ′ ∈ Rn−1, | argλ| ≤ π/2, and hj ∈ Ch such that
|ξ′|+ |λ| 	= 0.

Under conditions (4), (9), (14), and (15) the following theorem holds (see [27,
Chapter 7, Theorem 10.4]).

Theorem 1. Let G be a bounded domain with boundary of class C2m. Then,
for g ∈ Lp(Q), there exists a unique solution u ∈ W 1,2m

p (Q) to the problem

ut +A(t, x,Dx)u = g, (t, x) ∈ Q, u|t=0 = u0(x), Bju|S = gj,
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satisfying

‖u‖W 1,2m
p (Q) ≤ c

[
‖g‖Lp(Q) +

m∑

j=1

‖gj‖Wkj,2mkj
p (S)

+ ‖u0‖B2m−2m/p
pp (G)

]
,

where c is a constant independent of the data of the problem g, gj, and u0 and
a solution u.

Fix i ∈ {1, 2, . . . , s} and make the change of variables y′ = x′, y′′ = x′′−ϕi(x′),
t = t in Qδ1i, δ1 < δ. Denote by Ai(t, y,Dy) and Bi

j(t, y,Dy) the operators A and Bj

written in new variables. Let Ai
y′ and Bi

jy′ designate the parts of the operators Ai

and Bi
j not containing derivatives with respect to yk+1, yk+2, . . . , yn; in this case Ai

y′′

and Bi
jy′′ stand for the remaining parts of the operators. Similar meaning have the

notations Ax′ , Bjx′ , Ax′′ ,Bjx′′ , A0x′ , and A0x′′ .
Describe the connections between the derivatives in new and old variables. We

have

∂xj = ∂yj −
n∑

r=k+1

ϕi
ryj

(y′)∂yr , j ≤ k, ∂xj = ∂yj , j > k,

∂yj = ∂xj +
n∑

r=k+1

ϕi
rxj

(x′)∂xr , j ≤ k, ∂yj = ∂xj, j > k.

Thus, we infer
Ai

y′(t, y,Dy′) = Ax′(t, y′, y′′ + ϕi(y′), Dy′),

Bi
jy′(t, y,Dy′) = Bjx′(t, y′, y′′ + ϕi(y′), Dy′).

We can see that in the new variables Ax′ and Bjx′ have the same form. Let
{alm(t, x′, ϕi(x′), Dx′)}hl,m=1 and {blm(t, x′, ϕi(x′), Dx′)}hl,m=1 be the entries ofAx′(t,
x′, ϕi(x′), Dx′) and Bjx′(t, x′, ϕi(x′), Dx′), respectively. Denote by Ãx′ (Ãi

y′) the ma-
trix operator with entries {alm}r0l,m=1; and by B̃jx′ (B̃i

jy′), the matrix operator with
entries {blm}r0l,m=1. Given an arbitrary vector a of length h, denote by P1a the vector
of length h obtained from the vector a of length h by replacing with zeros its first
r0 coordinates. Assume that the following condition holds:

(B) For every j = 1, . . . , s, the operator Ãj
y′ is parabolic in Q0, degP0A

j
y′P1v

< 2m, j = 1, 2, . . . , s, and the Lopatinskĭı condition holds for the operators Ãj
y′ and

B̃j
iy′ , i = 1, . . . ,m, in Q0.

In this case we can consider the auxiliary problems

ψj
t + Ãj

y′(t, y
′, Dy′)ψj = 0, (t, y′) ∈ Q0, (16)

ψj(0, y′) = 0, (17)

B̃j
iy′ψ

j |S0 = 0, j = 1, 2, . . . , s, i = 1, 2, . . . ,m, (18)

where ψj is a vector of length r0.
The following uniqueness problem holds (see [27, Chapter 7, Theorem 10.4]).
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Theorem 2. Assume that � is a bounded domain with boundary of class C2m

and the conditions (9) and (B) hold. Then solutions ψj ∈ W 1,2m
p (Q0), j = 1, . . . , s,

to (16)–(18) are identically zero.
Theorems 1 and 2 are the main statements used in the proof of our basic results.

They are valid for a wide classes of domains (see [27]).
Assume that �0 is a class of vector-functions �ψ = (ψ1, ψ2, . . . , ψs) ∈ W 1,2m

p (Q0)
of length r0 such that (16) and (17) hold and there exists a function � satisfying
(4), (5), with u0 = 0, gj ≡ 0, j = 1, . . . ,m, such that

P0(Bix′(t, x′, ϕj(x′), Dx′)ψ̃j)|S0 = P0Bix′(t, x′, ϕj(x′), Dx′)(I − P1)�|S0 , (19)

where i = 1, 2, . . . ,m, j = 1, . . . , s, and ψ̃j is a vector of length h, whose first
r0 coordinates coincide with the coordinates of ψj , and the remaining coordinates
are zero. We say that the equalities (3) hold in a generalized sense if there exists
a vector-function �ψ = (ψ1, ψ2, . . . , ψs) ∈ �0 such that

P0u|Si = ψi(t, x′) + ψi(t, x′), (t, x′) ∈ Q0, i = 1, 2, . . . , s. (20)

The fulfilment of (3) in a generalized sense means that this equality holds in the quo-
tient space

(
W 1,2m

p (Q0)
)s
/�0, where

(
W 1,2m

p (Q0)
)s is the space of vector-functions

�ψ = (ψ1, ψ2, . . . , ψs) whose components ψi ∈W 1,2m
p (Q0) are vectors of length r0.

Theorem 3. Let conditions (A), (B), (4)–(6), (9)–(12), (14), and (15) hold.
Fix δ1 < δ. Then the following are valid:

1. There exists a constant c > 0 such that a solution u, q1, . . . , qr to (1)–(3) from
the class

u ∈ W 1,2m
p (Q), ∇x′′u ∈W 1,2m

p (Qδ2), δ2 < δ, qj ∈ Lp(Q0), j = 1, 2, . . . , r,

satisfies the estimate

‖u‖W 1,2m
p (Q) + ‖∇x′′u‖W 1,2m

p (Qδ1) +
r∑

j=1

‖qj‖Lp(Q0) ≤ c
(
‖�‖W 1,2m

p (Q)

+‖∇x′′�‖W 1,2m
p (Qδ) + ‖f‖Lp(Q) + ‖∇x′′f‖Lp(Qδ) +

r0∑

j=1

‖ψj‖W 1,2m
p (Q0)

)
. (21)

2. There exists a unique solution (u, q1, . . . , qr) to (1)–(3), with (3) fulfilled in
a generalized sense, from the class

u ∈ W 1,2m
p (Q), ∇x′′u ∈W 1,2m

p (Qδ1), δ1 < δ, qj ∈ Lp(Q0), j = 1, 2, . . . , r.

3. A solution (u, q1, . . . , qr) to (1)–(3), where u0 ≡ 0, f ≡ 0, gj ≡ 0, and
�ψ = (ψ1, ψ2, . . . , ψs) ∈ �0, from the class

u ∈W 1,2m
p (Q), ∇x′′u ∈W 1,2m

p (Qδ1), δ1 < δ,

does not exists if �ψ 	≡ 0.
4. If P0

(
Bj

iy′′v
)∣∣

S0
= 0 and P0

(
Bj

iy′P1v
)∣∣

S0
= 0 for every v and i = 1, 2, . . . ,m,

j = 1, 2, . . . , s, then �0 = {0} and there exists a unique solution (u, q1, . . . , qr) to
(1)–(3), with (3) understood in the usual sense, from the class

u ∈ W 1,2m
p (Q), ∇x′′u ∈W 1,2m

p (Qδ1), δ1 < δ, qj ∈ C(Q0), j = 1, 2, . . . , r.
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§ 3. Proof of the Main Results

We need the auxiliary statement which results from the embedding theorems.

Lemma 1. If u ∈ W 1,2m
p (Qτ ), τ > 0, p > n+ 2m, then the derivative Dα

xu for
|α| ≤ 2m−1 belongs to C(Qτ ) after possible modification of the set of measure zero
and if u(0, x) = 0 then

‖Dαu‖C(Qτ ) ≤ c‖u‖W 1,2m
p (Qτ )τ

β

for |α| < 2m, where β and c are some positive constants independent of u.
Proof. This can be found in [3].
Proof of Theorem 3. First we prove claim 4. Let u be a solution to (1), (2).

We now establish some estimates. Make the change of variables qi(t, x′) = μi(t, x′)+
q0i (t, x′) and u = v + �, where the function � is taken from (4). We have that

vt +A(t, x,D)v = g +
r∑

i=1

bi(t, x)μi(t, x′), (t, x) ∈ Q, (22)

where

g = f − �t −A(x, t,D)� +
r∑

i=1

bi(t, x)q0i (x
′),

v|t=0 = 0, Bjv|S = 0, j = 1, 2, . . . ,m, (23)

v|Si = v(t, x′, ϕi(x′)) = 0, i = 1, 2, . . . , s. (24)

Thus, we have reduced (1)–(3) to the simpler equivalent problem (22)–(24) which is
studied below. Fixing μj ∈ Lp(Qτ ) and determining a solution v to (22), (23) on
the interval (0, τ), we specify some mapping v = v(�μ), �μ = (μ1, . . . , μr). Study its
properties. Assume that ‖�μ‖Lp(Qτ ) =

∑r
i=1 ‖μi‖Lp(Qτ0 ) and ‖�μ‖Lp(Qτ ) ≤ R0. The

constant R0 is defined below. By Theorem 1, we can express v = v(�μ) through the
functions μi as follows:

v = (∂t +A)−1g + (∂t +A)−1
r∑

i=1

bi(t, x)μi(t, x′). (25)

Moreover,

‖v‖W 1,2m
p (Qτ ) ≤ c‖g‖Lp(Q) + c‖�μ‖Lp(Qτ ) ≤ c‖g‖Lp(Q) + cR0 = c1. (26)

Here and in what follows, the symbols ci denote constants independent of the data
f, gj, u0, and ψj of the problem. Demonstrate that this solution has an additional
smoothness in Qτ

δj . Consider the domain Qτ
δj . Fix δ2 < δ1 < δ (the constant δ is

that of (A)). Construct a function ψ0(x′′) ∈ C∞0 (Rn−k) : ψ0 = 0 for |x′′| ≥ δ1 and
ψ0 = 1 for |x′′| ≤ δ2. In this case the function ψ = ψ0(x′′ − ϕj(x′)) is supported in
Uδj . Put �iv = (v(x + eiη)− v(x))/η, where ei is the ith coordinate vector, i > k,
and |η| < δ − δ1. The function ṽ = ψ(x)�iv is a solution to the problem

ṽt +A(t, x,D)ṽ = ψ[A,�i]v + ψ�ig + [A,ψ]�iv + ψ�i

( r∑

j=1

bj(t, x)μj(t, x′)
)
,

Br ṽ|S = ψ[Br, �i]v + [Br, ψ]�iv, r = 1, 2, . . . ,m. (27)
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Here [A,�i] = A�i −�iA, [A,ψ] = Aψ − ψA, and so on (thus the square brackets
denote the corresponding commutator). The right-hand side is supported in Q

τ
δj .

Moreover, by the properties of the finite differences (see [28, Chapter 2, Lemma 4.6])
and smoothness assumptions for the coefficients, we can say that the norm of the
right-hand side of (27) in Lp(Qτ ) is bounded uniformly in η by

c2(‖∂xig‖Lp(Qδj) + ‖g‖Lp(Q)) + c3‖�μ‖Lp(Qτ0 ).

Theorem 1, the estimates (26), and embedding theorems validate the inequality

‖ṽ‖W 1,2m
p (Qτ ) ≤ c4(‖∇x′′g‖Lp(Qδj) + ‖g‖Lp(Q)) + c5R0 = c6. (28)

The constants on the right-hand side of (28) are independent of η and τ . In
view of Lemma 4.6 in [28, Chapter 2], the generalized derivative ∂xiv belongs to
W 1,2m

p

(
Qτ

δ2j

)
and meets the estimate

‖vxi‖W 1,2m
p (Qτ

δ2j)
≤ c6. (29)

Since the constants δ2 < δ and j are arbitrary, we conclude that a solution v possesses
the property vxi ∈ W 1,2m

p

(
Qτ

δ2j

)
for every δ2 < δ and j = 1, 2, . . . , s. Without loss

of generality, we can assume that the constant c6 in (29) is also independent of
i = k + 1, . . . , n. Using (29), we can justify that

‖∇x′′v‖W 1,2m
p (Qτ

δ2
) ≤ c7(‖∇x′′g‖Lp(Qδ) + ‖g‖Lp(Q)) + c8‖�μ‖Lp(Qτ ). (30)

Prove solvability of the problem. Let v and �μ be a solution to (22)–(24); thus,
v = v(�μ). Passing in Qδ1j , δ1 < δ, to the variables y′ = x′, y′′ = x′′ − ϕj(x′),
t = t, we see that Q1 = (0, T ) × � × Bδ1 , Bδ1 = {y′′ : |y′′| < δ1}. Consider
the operators Aj

y′ , B
j
iy′ , A

j
y′′ , and Bj

iy′′ . The operators with the index y′ are the
parts of the corresponding operators not containing the derivatives with respect to
the variables y′′. Putting y′′ = 0 and using the equalities Aj

iy′ (I − P1)v|y′′=0 = 0,
j = 1, 2, . . . , s, i = r + 1, . . . , r, we arrive at the relation

P0
(
Aj

y′′v
)|y′′=0 − P0g(t, y′, ϕj(y′)) + P0

(
Aj

y′P1v
)|y′′=0

=
r∑

i=1

P0bi(t, y′, ϕj(y′))μi(t, y′). (31)

The right-hand side of (31) is written as B(t, y′)�μ, where the matrix B is defined in
Section 2 and �μ = (μ1, μ2, . . . , μr). The left-hand side is representable as the sum
�g0(t, y′)+H(�μ), with �g0 and H(�μ) the columns whose coordinates with the numbers
from (j − 1)r0 + 1 till jr0, j = 1, 2, . . . , s, are the vectors

P0f(t, y′, ϕj(y′))− P0(A�(t, y′, ϕj(y′)))− P0�t(t, y′) +
r∑

i=1

P0bi(t, y′, ϕi(y′))q0i (t, x
′)

and, respectively,

−P0
(
Aj

y′′v(t, y
′, 0)
)− P0

(
Aj

y′P1v(t, y′, 0)
)
.

By the definition of q0i , the first of these vectors vanishes. In this case

�μ(t, y′) = B−1H(�μ)(t, y′) = R(�μ) = R(0) +R0(�μ), R0(�μ) = R(�μ)−R(0). (32)
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We obtain a system of equations for the quantities μi. The right-hand side is
the operator taking the vector-function �μ into the quantity

−P0
(
Aj

y′′v(t, y
′, 0) +Aj

y′P1v(t, y′, 0)
)|y′′=0,

where v is a solution to (23)–(25). If v ∈ W 1,2m
p (Qτ ) and ∇x′′v ∈ W 1,2m

p

(
Qτ

δ1

)

for all δ1 < δ then the conditions on the coefficients and Lemma 1 ensure that all
of the derivatives Dαv and DαP1v occurring into the operators P0

(
Aj

y′′v
)∣∣

y′′=0 and

Aj
y′P1v(t, y′, 0) is continuous on Qτ (after a possible modification on a set of measure

zero). Let R0 = 2‖R(0)‖Lp(Q0). Obviously, (in view of (26) and (29) with R0 = 0)
we have that

R0 ≤ c(‖g‖W 1,2m
p (Q) + ‖∇x′′g‖W 1,2m

p (Qδ)).

Show that there exists τ1 ≤ T for which the operator

R(�μ) = B−1H(�μ)(t, y′), R : Lp(Qτ1)→ Lp(Qτ1),

is defined, takes the ball BR0(τ1) = {�μ ∈ Lp(Qτ1) : ‖�μ‖Lp(Qτ1 ) ≤ R0} of Lp(Qτ1) into
itself, and contractive in this ball. Note that the containment ∇x′′v ∈ W 1,2m

p (Qτ
δ1

)
implies that ∇y′′v ∈ W 1,2m

p (Q̃τ
δ1

) with Q̃τ
δ1

= (0, τ)× �×Bδ1 , Bδ1 = {y′′ : |y′′| <
δ1} and on the contrary. Fix δ1 < δ. Lemma 1 and the estimates (26) and (30) yield

‖R(�μ)−R(0)‖Lp(Qτ ) ≤ c0τβ(‖∇x′′v1‖W 1,2m
p (Qτ

δ1
) + ‖v1‖W 1,2m

p (Qτ )) ≤ τβc1. (33)

By the definition of R0, we have

‖B−1H(�μ)(t, y′)‖Lp(Qτ ) ≤ R0

2
+ c0τ

β(‖∇x′′v1‖W 1,2m
p (Qτ

δ1
) + ‖v1‖W 1,2m

p (Qτ )), (34)

where v1 is a solution to (22), (23) with g = 0. In view of (26) and (30) we have the
estimate

‖R(�μ)‖Lp(Qτ ) ≤ R0

2
+ τβc1. (35)

Choose τ1 so that c1τβ1 ≤ R0. By (35) the operator R is defined, takes the ball
BR0(τ1) into itself, and contractive in this ball. Applying the fixed point theorem
we can state that there exist a unique solution to (32) in the ball BR0(τ1). Let
v = v(�μ). Demonstrate that this function satisfies (24). By construction, v is
a solution to (22), (23). Passing in Qδ1j , δ1 < δ, to the new variables y′ = x′,
y′′ = x′′ − ϕj(x′), t = t, taking y′′ = 0, and applying P0, we obtain the equalities

ψj
t + Ãj

y′(t, y
′, Dy′)ψj +

(
P0A

j
y′P1v + P0A

j
y′′v
)∣∣

y′′=0 =
r∑

i=1

P0bi(t, y′, 0)μj(t, y′),

Bj
i v
∣∣
S

τ1
0

= 0, Sτ1
0 = (0, τ1)× �, i = 1, . . . ,m, j = 1, 2, . . . , s, (36)

rather than (22), (23), where ψj = P0v|y′′=0. In view of (31) and the conditions
P0
(
Bj

iy′′v
)|S0 = 0 and P0

(
Bj

iy′P1v
)|S0 = 0 for every v and all i = 1, 2, . . . ,m,

j = 1, 2, . . . , s, we obtain

ψj
t + Ãj

y′(t, y
′, Dy′)ψj = 0, (37)

B̃j
iy′ψ

j |Sτ1
0

= P0(Biy′(I−P1)v(t, y′, 0))|Sτ1
0

= 0, i = 1, . . . ,m, j = 1, 2, . . . , s. (38)

Since the claim of Theorem 2 is valid, we establish that ψj ≡ 0; hence, v satisfies (24).
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Claims 1 and 4 of Theorem 3 are proven locally in time. But we can repeat
the argument on [τ0, 2τ0], [2τ0, 3τ0], and so on noting that the solvability interval
remains the same due to the fact that the problem is linear. Hence, we can justify
solvability of the problem on the whole segment [0, T ].

Prove claim 2. Consider the integral equation (32) which, as we have demon-
strated, is solvable locally in time. The function v = u−� satisfies (23). Moreover,
the functions ψj = P0v(t, y′, 0) meet (37). Obviously,

B̃ix′ψ
j(t, x′, ϕj(x′)) = P0(Bix′(I − P1)v)|x′′=ϕj(x′), i = 1, 2, . . . ,m, j = 1, . . . , s.

(39)
Thus the collection (ψ1, ψ2, . . . , ψs) belongs to the class �0. The equality u =
v+� implies that the boundary conditions (3) are fulfilled in the generalized sense.
Uniqueness of solutions satisfying (3) in the generalized sense is obvious, since the
corresponding vectors �μ1 and �μ2 satisfy the same system (37).

Prove claim 3 of the theorem. Let u (q1, q2, . . . , qr) be a solution to (1)–(3) with
data of the statement of Theorem 3. We have

ut +A(t, x,D)u =
r∑

i=1

bi(t, x)qi(t, x′), (t, x) ∈ Q, (40)

u|t=0 = 0, Bju|S = 0, j = 1, 2, . . . ,m, (41)

u|Si = ψi, i = 1, 2, . . . , s. (42)

Passing in Qδ1j , δ1 < δ, to the new variables y′ = x′, y′′ = x′′−ϕj(x′), t = t, putting
y′′ = 0, and involving the definition of class �0, we infer

P0
(
Aj

y′′u
)|y′′=0 + P0A

j
y′P1u =

r∑

i=1

P0bi(t, y′, ϕj(y′))qi(t, y′),

where u is a solution to (40), (41). We arrive at an analog of (32) which is actu-
ally (32) with zero data. As we have proven (32) locally has the unique solution and
so�q ≡ 0. From (40), (41) it follows that u ≡ 0; a contradiction.
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A NUMERICAL METHOD FOR SOLVING THE

MINIMIZATION PROBLEM OF RESOURCE

CONSUMPTION FOR LINEAR SYSTEMS WITH

CONSTANT DELAYS IN THE STATE AND CONTROL

G. V. Shevchenko

Abstract. We propose a numerical method for solving the minimization problem of
resource consumption for linear systems with constant time delay in both the phase
states and the control. This method is a generalization of the method for solving the
problem with delay only in the phase state. Global convergence of the method to a ε-
optimal solution is proven. By an ε-optimal solution we mean an feasible control u(t),
t ∈ [0, T ], transferring the system into the ε-neighborhood of the origin on which the
functional of the problem differs from the optimal value at most by ε.

Keywords: delay differential equation, functional, optimal control, numerical method

Let a controlled object be described by a system of linear ordinary differential equa-
tions with constant delays h1 > 0 and h2 > 0 in the phase state and the control,
respectively, of the form

ẋ(t) = A(t)x(t) + C(t)x(t − h1) +B(t)u(t) +D(t)u(t− h2), t ∈ [0, T ],
x(t) = ϕ(t), t ∈ [−h1, 0],

(1)

where x is the phase vector of the state of the object, ϕ(t) is a given continuous
function, A(t), C(t), and B(t) are continuous matrices of sizes n × n, n × n, and
n× s, respectively, u(t) is a measurable control obeying the constraint

|uj(t)| ≤ 1, j = 1, s, t ∈ [0, T ], (2)

and u(t) ≡ 0 on the interval [−h2, 0].
We assume that (1) is transferable for a given function ϕ on [−h1, 0] and the

zero control on [−h2, 0] to the origin by feasible controls.

Problem 1. Find a feasible control u0(t), t ∈ [0, T ], transferring (1) in a fixed
time T to the finite zero state x(T ) = 0 and minimizing the functional

F (u) =
T∫

0

s∑
j=1

αj |uj(t)| dt, (3)

where
∑s

j=1 αj �= 0, αj ≥ 0.
Obviously, Problem 1 has a solution only if T ≥ Topt, where Topt is the time for

transferring by time-optimal control (1) to the origin. It is naturally to assume that
T > Topt.

The author was supported by the Russian Foundation for Basic Research (Grant 13–01–00329)
and the Siberian Division of the Russian Academy of Sciences (Grant 80).

c© 2014 Shevchenko G. V.
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By the Pontryagin maximum principle in the problem with delay [1, Chapter 4,
Section 27; 2], we introduce the adjoint system

ψ̇ =
{ −A∗(t)ψ(t)− C∗(t+ h1)ψ(t+ h1), t ∈ [0, T − h1],
−A∗(t)ψ, t ∈ [T − h1, T ],

(4)

and write out the Pontryagin function for the above problem as follows:

H(ψ(t), x(t), x(t − h1), u(t), u(t− h2) = −
s∑

j=1

αj |uj(t)|

+〈ψ(t), A(t)x(t) + C(t)x(t − h1)〉+ 〈ψ(t), B(t)u(t) +D(t)u(t− h2)〉, (5)

where 〈·, ·〉 is the inner product of vectors.
In this case, for optimality of u0(t) and x0(t), t ∈ [0, T ], it is necessary that

a nonzero vector-function ψ0(t) be a solution to the adjoint problem (4) for some
boundary condition ψ(T ) = c0 and

H(ψ0(t), x0(t), x0(t− h1), u0(t), u0(t− h2))

=

⎧⎪⎪⎨
⎪⎪⎩

max
u∈U

[H(ψ0(t), x0(t), x0(t− h1), u, u0(t− h2)) +H(ψ0(t+ h2),

x0(t+ h2), x0(t− h1 + h2), u0(t+ h2), u)], t ∈ [0, T − h2],
max
u∈U

H(ψ0(t), x0(t), x0(t− h1), u, u0(t− h2)), t ∈ [T − h2, T ],

(6)

where U = {u ∈ Rs | |uj| ≤ 1, j = 1, s}. Note that x0(t) = ϕ(t) for t ∈ [−h1, 0] and
u0(t) = 0 for t ∈ [−h2, 0].

The relations (6) and (5) yield

u0(t) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

arg max
u∈U

[
−2

s∑
j=1

αj |uj|+ 〈ψ0(t), B(t)u〉 + 〈ψ0(t+ h2), D(t+ h2)u〉
]
,

t ∈ [0, T − h2],

arg max
u∈U

[
−

s∑
j=1

αj |uj |+ 〈ψ0(t), B(t)u〉
]
, t ∈ [T − h2, T ].

The last relation can be rewritten as

uj(t) =

⎧⎪⎨
⎪⎩
−1, �j(t) < −2αj,

0, −2αj ≤ �j(t) ≤ 2αj ,

1, �j(t) > 2αj,

j = 1, s, t ∈ [0, T − h2], (7)

uj(t) =

⎧⎪⎨
⎪⎩
−1, 〈ψ0(t), Bj(t)〉 < −αj ,

0, −αj ≤ 〈ψ0(t), Bj(t)〉 ≤ αj ,

1, 〈ψ0(t), Bj(t)〉 > αj ,

j = 1, s, t ∈ [T − h2, T ], (8)

where �j(t) = 〈ψ0(t), Bj(t)〉+ 〈ψ0(t+h2), Dj(t+h2)〉; Bj(t) and Dj(t+h2) are the
jth columns of the matrices B(t) and D(t + h2), respectively, j = 1, s; and ψ(t) is
a solution to (4) with the boundary condition

ψ(T ) = c0. (9)

Here c0 ia a nonzero vector in Rn.
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By the homogeneity of (4), we can restrict demonstration to the consideration
of the boundary conditions (9) with unit norm, ‖c‖ = 1, replacing (7) and (8) by
the expressions

uj(t) =

⎧⎪⎨
⎪⎩
−1, �j(t) < −2μαj,

0, −2μαj ≤ �j(t) ≤ 2μαj ,

1, 〈�j(t) > 2μαj ,

j = 1, s, t ∈ [0, T − h2], (10)

uj(t) =

⎧⎪⎨
⎪⎩
−1, 〈ψ0(t), Bj(t)〉 < −μαj,

0, −μαj ≤ 〈ψ0(t), Bj(t)〉 ≤ μαj ,

1, 〈ψ0(t), Bj(t)〉 > μαj ,

j = 1, s, t ∈ [T − h2, T ], (11)

where μ is a nonnegative real.
Let S ⊂ Rn be the unit sphere centered at the origin. Denote by u(t, c, μ)

the control whose components satisfy (10) and (11) for some vector c ∈ S and
a nonnegative μ. It follows from (10) and (11) that if αj > 0 and

μ ≥ μj(c) =
1
αj

{
max

0≤t≤T−h2
|0,5�j(t)|, max

T−h2≤t≤T
|〈ψ0(t), Bj(t)〉|

}

then uj(t, c, μ) ≡ 0, t ∈ [0, T ], and for

μ ≥ μ(c) = max
j∈{i=1,s|αi>0}

μj(c)

all components of u(t, c, μ) with the corresponding numbers αj > 0 identically equal
to zero.

Consider the function

G (c, μ) = F (u(c, μ)) =
T∫

0

s∑
j=1

αj |uj(t, c, μ)| dt

for a fixed c in S, where u(c, μ) = u(t, c, μ), t ∈ [0, T ]. The function G (c, μ) on
[0, μ(c)] is continuous and decreases monotonically in μ in view (10) and (11). More-
over, there exists a unique μ̄(c), 0 ≤ μ̄(c) < μ(c), such that G (c, μ) on [0, μ̄(c)] is
a constant function

Imax
�=

s∑
j=1

αjT

strictly decreasing in μ on [μ̄(c), μ(c)]. Hence, for every fixed c in S and a positive
I ≤ Imax there exists a unique μI (c) ∈ [μ̄(c), μ(c)] such that G (c, μI (c)) = I .

Denote by �(I ) the collection of the right endpoints of the trajectories of (1)
for all feasible controls such that the value of (3) is less than or equal to I ; i.e.,

�(I ) = {x = x(T, u) | u(t) ∈ U, t ∈ [0, T ], F (u) ≤ I },
where x(T, u) is a solution to (1) for a feasible control u at t = T . The boundary
of �(I ) is the set

∂�(I ) = {x = x(T, uμI (c)) | uμI (c) = uμI (c)(t) = u(t, c, μI (c)), t ∈ [0, T ], c ∈ S}.
The set �(Imax) coincides with the attainability domain R(T ) of (1), since the
boundaries coincide and they are both solid.
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Since G (c, μ) is strictly decreasing in μ on [μ̄(c), μ(c)] for every c ∈ S, we have
�(I2) ⊂ �(I1) for all I1 > I2 ≥ 0. (12)

The fact that the set R(T ) is solid and (2) imply that �(I ) is a body for every
0 ≤ I < Imax. Moreover, in view of (12) we have the least Imin such that the
origin lies on the boundary of the set �(Imin) and in the interior of �(I ) for every
I ∈ (Imin,Imax]. Thus, there exist c∗ ∈ S and μ̃∗ such that x(T, u(c∗, μ̃∗)) = 0.

We propose to look for such c∗ ∈ S and μ̃∗ with the use of simplices in simplex
coverings of �(I ) [3]. The description and justification of this method requires some
new notions.

Let z1, . . . , zn+1 ∈ Rn be distinct points such that their convex hull σ =
[z1, . . . , zn+1] is a body in Rn. The set σ is called an n-dimensional simplex with
vertices z1, . . . , zn+1. Two n-dimensional simplices σ1 and σ2 are referred to as adja-
cent if they have n common vertices and their intersection is an (n− 1)-dimensional
simplex. The definition implies that the intersection is a common facet (= face of
maximal dimension).

Assume thatB ⊂ Rn is a compact body, σ0 = [z1
0 , . . . , z

n+1
0 ] is an n-dimensional

simplex with vertices on the boundary of B. Given its face σ0
j = [z1

0 , . . . , z
j−1
0 ,

zj+1
0 , . . . , zn+1

0 ], j = 1, n+ 1, construct the adjacent simplex with vertices z1
0 , . . . ,

zj−1
0 , z̃j, zj+1

0 , . . . , zn+1
0 , whose “new” vertex z̃j is a boundary point of B of the

maximal distance from the hyperplane passing through the remaining vertices and
the point zj0 and this vertex lie on the different sides of the hyperplane.

The simplices constructed are called simplices of the first layer and the sim-
plex σ0 is referred to as a simplex of the zero layer. Applying the same scheme,
for every simplex of the first layer we can construct the adjacent simplices by using
its (n− 1)-dimensional faces not common with the (n− 1)-dimensional faces of σ0.
The simplices constructed from the second layer. Clearly, the second layer contains
exactly n(n+ 1) simplices. Similarly, for every simplex of the kth layer (k ≥ 2) we
can construct the adjacent simplices of the (k + 1)th layer.

Denote by Sk the union of all simplices of the kth layer. Obviously, the kth
layer contains nk−1(n + 1) simplices. We call the set

⋃∞
k=0Sk a convex covering

of B and denote it by 	B.
By construction, since B is compact, coB = 	B, where coB is the convex hull

of B and D is the closure of D.
Thus, the interior of B lies in the convex covering 	B and its boundary in the

boundary of the covering 	B. (In what follows, by a covering by n-dimensional
simplices we mean the above covering.) Hence, the following theorem holds.

Theorem 1 (on a covering). The convex hull of every compact body coincides
with the closure of a convex covering of a body.

Corollary 1. Let B be a compact body in Rn and z0 ∈ intB. Then every
covering 	B of a body B contains a finite k0 ≥ 0 and an n-dimensional simplex
σ ∈ Sk0 such that z0 ∈ σ.

As easily seen, a simplex covering of every compact body B in Rn is defined by
a choice of (unique) simplex of the zero layer. Without loss of generality, we assume
that this simplex σ0 = [z1, . . . , zn+1] is constructed in accord with the following
scheme.

Let c1 be an arbitrary point in Rn. As the first vertex of a simplex σ0, we choose
a point z1 from B such that 〈c1, z1〉 = maxx∈B〈c1, x〉. Obviously, z1 is a boundary
point of B.
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The vertices zj , j = 2, n+ 1, are chosen as follows. First, we find a solution cj
to the simultaneous linear algebraic equations

〈c, zi〉 = −1, i = 1, j − 1, (13)

which is normalized. Next, we choose a point zj as the jth vertex such that

〈cj , zj〉 = max
x∈B
〈cj , x〉, j = 2, n+ 1. (14)

Obviously, zj, j = 2, n+ 1, are boundary points of B.
Constructing the simplex σ0 we have a possibility of various choices of the

vectors cj, j = 2, n, since (13) for j < n+1 is underdetermined and has a nonunique
solution. We can exclude a possibility of various choices as follows: Let Z be a square
matrix of order j − 1 composed from the first j − 1 linearly independent columns of
the matrix of (13) and let x = (x1, . . . , xj−1) be a solution to the simultaneous linear
algebraic equations ZxT = bT , where b = (−1, . . . ,−1). Take cj = (cj1, . . . , cjn) such
that

cji =
{
xi, if the ith column of the matrix of (13) enters Z, i = 1, n,
0 otherwise,

and normalize it.
If a solution to (13) is unique then it is possible that the choice of the vertices

of the zero layer is not unique, since in the general case B can be nonconvex and
the maximum in (14) can be attained at several points. If it is true then we choose
among them the jth vertex as the vertex with the minimal norm.

The attainability domain R(T ) (or what is the same �(Imax)) is a compact
body in Rn. Hence, we can apply the covering theorem and its corollary. Moreover,
since the right-hand side of (1) is linear in phase states and control, R(T ) is a strictly
convex set.

Section 2 presents some method and numerical algorithm for solving the control
problem of Section 1.

2. The Method and Numerical Algorithm

The method proposed below relies on constructing a sequence of simplices {σk}
with vertices on the boundaries of �(I ). Before we present a detailed numerical
scheme of the method, we set forth its brief formal description.

The first stage. Construct a sequence of adjacent simplices {σk} whose
vertices are boundary points of R(T ) such that ρ(σk) ≥ ρ(σk+1) for every k ≥ 0,
where ρ(σ) designates the distance from the origin to the simplex σ. Note that this
sequence is finite in view of the above corollary.

The simplex σ0 is constructed in accord with the above scheme, where the
attainability set R(T ) is taken as B. We terminate this construction when the sim-
plex σk0 absorbs the origin. The simplex σk, k ≥ 1, is constructed as follows: Let
z∗ ∈ σk−1 be such that ‖z∗‖ = minz∈σk−1 ‖z‖. Since 0 �∈ σk−1 (otherwise, construct-
ing stops for k0 = k − 1) and z∗ lies on the boundary of the simplex σk−1 in some
of its facets. Let this facet contain the vertices z1, . . . , zi0−1, zi0+1, . . . , zn+1. These
vertices are the first n vertices of σk. We can find a solution ĉ to the simultaneous
linear algebraic equation:

〈c, zi〉 = −1, i = 1, . . . , i0 − 1, i0 + 1, . . . , n+ 1,
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and normalize it. Take the end of the trajectory x̂(T ) of (1) under the control

u(t) = arg max
u∈U
〈ĉ, x(t)〉, t ∈ [0, T ], (15)

as the (n + 1)th vertex. Under this control we have the equality 〈ĉ, x̂(T )〉 =
maxx∈R(T )〈ĉ, x〉.

Assume that zi is a vertex of the simplex σk0 , ui and ci are the control and
adjoint parameters corresponding to this vertex, i = 1, n+ 1, and λ0

1, . . . , λ
0
n+1 is

a solution to the simultaneous linear algebraic equations:
n+1∑
i=1

λiz
i = 0,

n+1∑
i=1

λi = 1. (16)

Since 0 ∈ σk0 , we have λ0
i ≥ 0 for all i = 1, n+ 1. Assign I = Imax.

The second stage. If � =
{
i | λ0

i = 0
} �= ∅ then pass to Step 2.

Step 1. Find γ, 0 < γ < 1, such that 0 ∈ [x(T, γu1), . . . , x(T, γun+1)] and
〈ci, x(T, γui)〉 > 0 and put

c∗ :=

n+1∑
i=1

λ0
i c

i

∥∥ n+1∑
i=1

λ0
i c

i
∥∥
, I := γI , zi = x(T, γui), i = 1, n+ 1.

Next we can find a solution λ0
1, . . . , λ

0
n+1 to (13) and pass to Step 2.

Step 2. Put i0 := mini∈� i, find a solution c̃ to the system of linear algebraic
equations 〈c, x̃ + 0,5(zi − x̃)〉 = −1, i �= i0, 1 ≤ i ≤ n + 1, where x̃ is the right end
of the trajectory of a free motion of (1), (under the control u = u(t) ≡ 0, t ∈ [0, T ])
and normalize it. If 〈c̃, zi0〉 < 0, then we change the sign of c̃. Put c∗ := c̃ and pass
to the next step.

Step 3. Find μ0(c∗) > 0 such that F (u(c∗, μ0(c∗))) = I .
Let z∗ = x(T, u(c∗, μ0(c∗))). If ‖z∗‖ ≤ ε, where ε > 0 is a necessary accu-

racy at the hit at the origin then the calculations stop. The control u(c∗, μ0(c∗)) =
u(t, c∗, μ0(c∗)), t ∈ [0, T ], is approximately optimal and F (u(c∗, μ0(c∗))) is an ap-
proximately optimal value of (3).

If ‖z∗‖ > ε then among the points zi, i = 1, n+ 1, we choose n points zi1 , . . . , zin
such that σ∗ = [zi1 , . . . , zin , z∗] contains the origin. The points zi1 , . . . , zin , z∗ and
the corresponding parameters ci1 , . . . , cin , cin+1 = c∗ are enumerated one after an-
other. Find a solution

(
λ0

1, . . . , λ
0
n+1
)

to (16). If |�| = 1 then we pass to Step 1;
otherwise, to Step 2.

Before describing the numerical algorithm of solving the problem of Section 1,
we introduce the notations:

c(k) is the kth approximation of optimal values of the boundary conditions for
the adjoint system (4);

ψk is a solution to (4) with the boundary condition ψ(T ) = c(k);
Ik is the kth approximation of the optimal value Imin of (3);
μ1 and μ2 are the lower and upper bounds of localization of a solution μ to the

equation
F (u(c∗, μ)) = Ik; (17)

k is the number of an iteration.
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The numerical algorithm of solving the above problem to within the notations
coincides with the description of the numerical algorithm of solving the minimization
problem of resource consumption with delay only in the phase state of the system [4].
The proof of convergence is similar to that in [4].
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ESTIMATING THE PROFILE OF THE MEAN

FORCE POTENTIAL FOR TRANSMEMBRANE

TRANSPORT OF A WATER MOLECULE

BY THE UMBRELLA SAMPLING METHOD

M. Yu. Antonov, T. V. Naumenkova,
A. V. Popinako, I. N. Nikolaev,

and K. V. Shăıtan

Abstract. Modeling the passive transmembrane transport of small molecules by molec-
ular modeling methods faces a series of difficulties because in the available modeling time
it is practically impossible to observe the process of spontaneous diffusion and measure
its averaged macroscopic characteristics. Therefore, of interest are those approaches
and methods that we can use to get in reasonable time the results enabling us to make
comparative studies or comparisons with natural experimental data.

We use the methods of controlled molecular dynamics and umbrella sampling to
study the process of transmembrane transport of water molecules through a lipid bi-
layer. We use a bilayer of 1,2-dimyristoyl-sn-glycero-3-phosphatidylcholine (DMPC) in
the force field OPLS-AA. We construct the middle force profiles from the calculated data
with trajectories of length 6–10 ns. We compare the resulting profiles for various spatial
positions of the test water molecule (permeating through the bilayer), for different steps
of the choice of original configurations, and for various initial values of the velocity of
atoms in the system. The total modeling time was more than 10 ms. We demonstrate
a significant dependence of the results of calculations on initial data and the simulation
protocol. In the framework of this approach we estimate the kinetic permeability pa-
rameters and the potential of an average force, as well as study the dependence of the
calculated values on the initial data of the simulation. We estimate the accuracy of the
calculation basing on the analysis of a series of simulations.

Keywords: molecular modeling, umbrella sampling method, biomembranes

One of the main functions of the cell membrane is that of a barrier: to control the
exchange of substances between the cell and intercellular medium. The structural
basis of biological membranes are lipid bilayers. For a membrane to fulfill its barrier
function, it is crucial that the lipid bilayer is semipermeable by some molecules like
that of water.

Molecular modeling methods showed their efficiency in studying simulated bi-
ological systems a long time ago. It stands to reason to apply them to diffusion in
lipid bilayers [1].
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and Shăıtan K. V.



84 M. Yu. Antonov et al.

In experimental studies of the permeability of lipid bilayers we measure the
permeability coefficient P (in cm/sec) [2, 3]. However, modeling the passive trans-
membrane transport of small molecules on a computer with the use of molecular
modeling methods faces a series of difficulties because in the available modeling
time it is practically impossible to observe the process of spontaneous diffusion and
measure its averaged macroscopic characteristics. This leads us to those approaches
and methods that can bring in reasonable time the results enabling us to make
comparative studies or draw comparisons with natural experimental data.

A widely used approach is to study transmembrane transport by the methods
of controlled molecular dynamics. In the framework of this approach, an additional
potential enables us to stimulate the system with the desired degrees of freedom.
In particular, the method enables us to obtain the values of the “effective” mi-
croviscosity as well as to estimate the diffusion coefficient, which we can use for
comparative analysis. A drawback of this approach is the observed dependence of
the results on the simulation protocol, as well as the absence of estimate for the
partition coefficient between the solvent and membrane [4, 5].

Another approach is to use the umbrella sampling method (US). Its use enables
us to undertake statistical analysis of the high-energy regions of the configuration
space, which are practically unpopulated in the equilibrium molecular dynamics
simulations.

In this article we use the methods of controlled molecular dynamics and um-
brella sampling to study the process of transmembrane transport of water molecules
through a lipid bilayer. We use a bilayer of 1,2-dimyristoyl-sn-glycero-3-phosphat-
idylcholine (DMPC) in the force field OPLS-AA. We compare the resulting profiles
for various spatial positions of the test water molecule (permeating through the bi-
layer), for various steps of the choice of original configurations, and for various initial
values of the velocity of atoms in the system.

1. Materials and Methods

In essence, the molecular dynamics method reduces to representing the system
under study as a set of material points whose interaction is described by the laws
of classical mechanics. Each point is an atom or a group of atoms. Fig. 1 shows
a system under study, as well as the shape and chemical structure of the DMPC
molecule.

The sum of partial potentials describes interaction in the system:

U(r) =
∑

i,j

Uv
ij(bi,j) +

∑

i,j,k

Uθ
ijk(θi,j,k)

+
∑

i,j,k,l

Uφ
ijkl(φi,j,k,l) +

∑

i�=j

[
U c
ij(ri,j) + Uvdw

ij (ri,j)
]
, (1)

where the first three terms represent interaction between chemically bonded atoms
(energies of valence bonds, valence angles, torsion angles), and the last two terms
represent the electrostatic and van der Waals forces between the pairs of atoms which
are not bonded.

As a rule, the energies of valence bonds and valence angles are described as the
harmonic potential with a prescribed rigidity constant:

Uv
ij(bi,j) =

kij
2
(
bij − b0ij

)2
. (2)
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(a) (b)

Fig. 1. (a) Form of the system under study; (b) shape and structure of the DMPC molecule

The value of the rigidity constant is chosen to match the geometry and oscillation
frequencies of model compounds.

The torsion angle of four neighboring atoms amounts to the angle between the
planes of the extreme triples of atoms. The corresponding potential is described as

Uφ
ijkl(φi,j,k,l) =

∑

n

kφijkln(1 + cos(nφ− φ0)). (3)

In the molecular dynamics method the electrons are not explicitly accounted
for. Each atom possesses a partial charge, while the Coulomb energy of interaction
between the atoms is described by the standard expression

UC
ij (ri,j) =

qiqj
4πε0rij

. (4)

Partial charges are assigned to describe the distribution of electron density in the
system as well as it is possible.

Van der Waals interactions amount to repulsion and attraction of electrody-
namic nature described by the Lennard–Jones potential

ULJ
ij (ri,j) = 4εi,j

((
σi,j

ri,j

)12

−
(
σi,j

ri,j

)6)
. (5)

The general form of the potential energy function is essentially unchanged in various
force fields, but the parametrization of the forces may differ. In this article we use
the force field OPLS-AA [6, 7].

Therefore, the motion of atoms in the potential field is described by the system

mi
−→̈
ri = −

(
∂U

∂xi
,
∂U

∂yi
,
∂U

∂zi

)
(6)

of second order ordinary differential equations, which is to be solved numerically.
The applicable numerical methods differ in accuracy and computational complexity.
The Verlet method [1], widely used in molecular dynamics, and its variants find
a compromise between the accuracy of the procedure and the calculation speed.
The coordinates of atoms in the new temporal layer are calculated as

ri(t + �t) = 2ri(t)− ri(t−�t) +
Fi(t)
mi

�t2,

vi(t) =
1

2�t
(ri(t + �t)− ri(t−�t)).

(7)
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It is inexpedient to use more accurate schemes in the molecular dynamics
method due to high computational complexity, which cannot be compensated for
by the use of larger integration meshsizes. Apart from that, the Verlet scheme
conserves some integrals of motion and in general better conserves the energy of
the system.

The study of systems in constant energy ensembles is usually of little inter-
est because the majority of experimental data is obtained at constant temperature
and/or pressure. Thus, to maintain constant temperature and pressure in molecular
dynamics simulations, we use the special algorithms: thermostats and barostats. In
this article we use a stochastic dynamics thermostat whose essence is that to the
atoms of the system we apply an additional random (stochastic) force that describes
the interaction of the system with an external medium of a specified temperature [8].
To control constant pressure, we use the Berendsen barostat [9]. In this approach
the system volume can vary: We complement the main equation of motion with the
equations of motion of the boundary of the periodic cell.

In experiments with the passive transmembrane transport of small molecules
it is possible to measure the permeability coefficient P of the membrane and the
partition coefficient Kp between water and a hydrophobic medium [2, 3, 10, 11]. Their
values are related as

P =
Kp ·D
�x

, (8)

where D is the diffusion coefficient in the membrane, Kp is the interphase partition
coefficient of the substance, and �x is the thickness of the membrane. In molec-
ular dynamics it is possible [4] in various ways to measure directly the diffusion
coefficient D, whereas it impossible to measure directly the coefficient Kp of the
interphase partition.

To describe the transition of the system between the states of the system, it is
convenient to introduce the reaction coordinate ξ, which enables us to describe the
changing system continuously. The Gibbs free energy G satisfies

G(ξ) = −kT · log(p(ξ)), (9)

where p(ξ) is the density of the probability of finding the system in a state with
this value of ξ. In modeling transmembrane transport, we usually choose as ξ the
coordinate z of the barycenter of the small molecule, where the z-axis is orthogonal
to the lateral plane of the membrane (Fig. 2a).

Therefore, from an equilibrium molecular dynamics trajectory of the system
under study we can obtain the profile of the free energy G by estimating the density of
probability with the use of statistical methods. The problem is that in the reasonable
modeling time it is practically impossible to observe spontaneous diffusion of small
molecules through a lipid bilayer and it is impossible to gather adequate statistics
concerning the probability of a certain phase because the regions of the conformation
space with high values of G are either absent from the sample or insufficiently well
presented.

The umbrella sampling method is a solution here. It enables us to estimate in
the reasonable modeling time the partition coefficient between water and membrane.
In this approach, we apply to the system an additional potential capable of holding
the molecule in question inside a potentially unprofitable region [12–14] (Fig. 2b).
The modification of the original potential energy function amounts to the addition
of an external potential; as a rule, we use the harmonic potential applied to the
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reaction coordinate:
˙U(r) = U(r)−W (r), where W (r) = kw(ξ(r) − ξ0)

2. (10)

Since the form of W (r) is known, we evaluate the free energy G of the unper-
turbed system as

G(ξ) = −kT · log( ˙p(ξ))−W (ξ) + const, (11)

where ˙p(ξ) is the density of the probability of finding the system in a state with this
value of ξ in the perturbed system.

(a) (b)

Fig. 2. (a) Axis of the reaction coordinate; (b) shape of harmonic potentials for holding
a water molecule inside the membrane (regions of high values of free energy)

Using this approach, we can reliably reconstruct the profile of free energy only
in a small neighborhood of ξ0; hence, we choose a set of initial points along the
reaction coordinate so that the distribution functions of the system near each initial
point overlap with the distribution functions associated to the neighboring points.

There are several methods for reconstructing the original profile of free energy
from the set of distributions found near each initial point. In this article we use the
weighted histogram analysis method (WHAM, [15]).

2. A Molecular Dynamics Protocol

We used the model of water TIP4P/2005 which sufficiently well describes the
liquid and crystal states, diffusion and viscosity properties, as well as surface tension
effects [16–18]. To estimate the partial charges of atoms in the lipids, we used the
unrestricted Hartree–Fock method, the basis 6-31G*, and the Mulliken method.
The cutoff radius for nonvalent interaction was 1.8 nm. The calculations ran as
an NPT ensemble. To maintain constant temperature and pressure, we used the
stochastic dynamics thermostat and Berendsen barostat [9]. To account for the
surface tension effects in the bilayer, we chose the negative pressure in the lateral
plane sufficient to keep the specific area per lipid within experimentally observed
limits [19]. The barostat pressure was 1 bar along the membrane normal, and 50 bar
in the orthogonal direction. As the model membrane of an eukaryotic cell we used
a bilayer of 80 DMPC molecules. To construct the bilayer, we used five conformations
of molecules of each type. We placed the lipid molecules at the nodes of a hexagonal
lattice and rotated them about their axes through random angles. The surface area
per one lipid molecule was 0.6 nm2. To assemble the membrane systems, we used
the original software package BiLayer.
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The simulations ran in the software package Gromacs 4.6.7 [20]. Prior to the
umbrella sampling procedure we performed the relaxation of the model membrane
for 20 ns in the NPT ensemble at 300K. We specified the initial velocities of atoms
using a random number generator with the Maxwell distribution. The integration
meshsize was 1 fs. For the umbrella sampling procedure, we chose the starting
configurations for the water molecule with the meshsizes of 0.05 and 0.1 nm along
the z-axis (the reaction coordinate). We used the harmonic potential with the force
constant 1000 kJ/(mol·nm2). The trajectories to gather statistics were 6–10 ns
long. We analyzed the dependence of the calculated energy profiles on the initial
data, coordinates, the length of trajectories, as well as the dependence on the initial
velocities of atoms in the system.

To process and inspect trajectories, we used the embedded modules of Gro-
macs [20], and for visualization, the VMD package [21].

3. The Results

Table 1 shows the main structural characteristics of bilayers after relaxation
for 20 ns. The values were averaged over the last 2 ns of trajectories. For comparison
we include the experimental data (E) of [22].

Table 1. Main structural characteristics of modeled bilayers

Parameter DMPC bilayer

E MD

Bilayer thickness, E 33.8 37.1±0.2

Surface area per lipid, E2 65.4 55.2±0.2

Order parameter 0.184 0.218

It is clear that the molecular dynamics protocol enables us to model membrane
systems whose structural characteristics are close to those observed experimentally.
The resulting membranes and the developed molecular dynamics protocol were used
for further calculations.

We analyzed the dependence of the calculated profile of free energy on initial
data. We considered the dependence on the length of modeling trajectories of the
perturbed systems, the meshsize of sampling the starting configurations along the
reaction coordinate, the initial velocities of atoms in the system, as well as the choice
of the trajectory of the small molecule through the lipid bilayer.

Table 2. The calculated barrier height in experiments
with meshsize 0.1 nm and Kharm = 1000 kJ/(mol·nm2).

Simulation number 1 2 3 4 5 6 7 8 9

barrier height, kJ/mol 23.5 19.6 25.0 22.8 32.0 27.7 35.5 25.0 36.0

We studied the dependence of the calculated results on the position of initial
coordinates of the water molecule in the lipid bilayer. To this end, we chose four
possible trajectories of the water molecular through the lipid bilayer, and chose
initial points on these trajectories with the meshsize 0.1 nm; the lengths of trajec-
tories were 6–10 ns. We made nine calculations with different initial values of the
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Fig. 3. Profiles of free energy in four experiments with various initial data

velocities of atoms in the system (Fig. 3). The calculated heights of the poten-
tial barrier presented in Table 2 were between 20 and 36 kJ/mol with the average
calculated value of 27 kJ/mol and the root-mean-square deviation of 5.5 kJ/mol.
The available experimental estimates for the interphase partition coefficient Kp be-
tween water and a hydrophobic solvent for water lie between 4.2·10−5 (water and
hexadecane [2]) and 1.4·10−3 (water and olive oil [2]). The average barrier height
27 kJ/mol obtained from nine measurements corresponds to the calculated value
Kwat/membrane

p = 1.6 · 10−4 and does not contradict the experimental estimates. At
the same time, rather large root-mean-square deviation could indicate the stochastic
character of the process under study and possible errors of the chosen measurement
procedure.

The histograms in Fig. 4 characterize the statistical covering of the conformation
space along the reaction coordinate in the simulations. Note that for the choice of
meshsize 0.1 nm and the force constant Kharm of the harmonic potential equal to
1000 kJ/(mol·nm2) the histogram reveals regions with low population.

To study the influence of the quality of choice of the conformation space, we
ran additional simulations with meshsize 0.05 nm and the same value of the force
constant Kharm. We made four measurements with different initial velocities of
atoms. It is clear from Table 3 that the decrease to meshsize 0.05 nm does not lead
to considerable changes in the root-mean-square deviation (the calculated value is
4.64 kJ/mol). The histograms characterizing the statistical covering of the conforma-
tion space along the reaction coordinate (not shown) fail to indicate the appearance
of the regions weakly represented in the final sample.
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Fig. 4. The histogram for one simulation with meshsize 0.1 nm.
Low population regions are noticeable (marked on the z-axis)

Table 3. The calculated barrier height in simulations
with meshsize 0.05 nm and Kharm = 1000 kJ/(mol·nm2)

Simulation number 1 2 3 4

Barrier height, kJ/mol 32.0 19.5 28.0 24.0

4. Conclusions

In the framework of our approach we estimated the kinetic permeability param-
eters and the profile of the mean force potential, as well as studied the dependence
of the calculated values on the initial data of the simulation.

We showed that the umbrella sampling method enables us to study the trans-
membrane transport of water molecules through DMPC bilayer and estimate the
profiles of the mean force. The calculated the average height of the barrier energy
about 27 kJ/mol lies within the limits of admissible values known from experimen-
tal measurements of the coefficient Kwat

p of interphase partition between water and
a hydrophobic solvent.

Sampling with meshsize 0.1 nm and the length of trajectories 6–10 ns can create
regions in the conformation space with low population along the reaction coordinate,
but for meshsize 0.05 nm we did not observe this. However, a small variation in
the meshsize insignificantly influenced the measured value of the root-mean-square
deviation, which may suggest in this case the stochastic nature of the process of
transmembrane transport.

We can characterize the accuracy in nine simulations with meshsize 0.1 nm as
conditionally sufficient for approximate estimates of the barrier height, but insuffi-
cient for estimating the interphase partition coefficient.

The simulations were made using the resources of the MSU supercomputer [23]
and the NEFU supercomputer Arian Kuz′min.
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MODIFICATION OF THE

NEUSTADT––EATON METHOD
V. G. Starov

Abstract. In the Neustadt–Eaton method we need to solve a discrete equation in order
to find an initial value of the adjoint system. Solving the equation, on every step we
repeatedly determine a solution to a differential equation for an optimal trajectory. We
offer to use a “sliding” approximation of a solution to the discrete equation for every
component with the help of an algebraic function with its successive extrapolation. The
extrapolation allows us to essentially decrease numerical costs.

Keywords: admissible control, optimal control, adjoint system

1. Statement of the Problem and the Brief
Summary of the Neustadt–Eaton Method

Let a controllable system be described by the linear differential equation

ẋ = Ax+Bu, x(t0) = x0. (1)

Here x is an n-dimensional vector of the phase state, A and B are matrices of di-
mensions n × n and n ×m, respectively, and u is an m-dimensional control whose
components belong to the class of piecewise continuous functions satisfying the con-
straints |uj | �Mj , Mj > 0, j = 1,m.

It is assumed that the linear system is completely controllable and can be trans-
ferred into the origin by a bounded control; i.e., x0 belongs to the controllability
domain V .

Problem. Find a control u transferring (1) from the initial state x0 to the
origin x(tk) = 0 in minimum time T = tk − t0.

The above-mentioned method is presented in [1]. In our case the HamiltonianH
takes the form

H(ψ, x, u) = ψ(Ax +Bu),

and the adjoint system of equations is written as

ψ̇ = −A′ψ. (2)

Let p = (p1, . . . , pn) be a nonzero vector. Denote by ψ(t, p) a solution to (2)
with the initial data ψ(0, p) = p and by u(t, p), a control corresponding to ψ(t, p);
the maximum principle yields

ψ(τ)Bu(τ) = max
u∈U

ψ(τ)Bu.

This control is considered on the segment 0 � t � T . Denote by x(t) the
trajectory corresponding to the control u(t, p) and satisfying the terminal condi-
tion x(T ) = 0. The initial point x(0) of this trajectory is denoted by ξT (p) =

c© 2014 Starov V. G.
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(
ξ1T (p), . . . , ξnT (p)

)
and x(t) is an optimal trajectory transferring the point x0 = ξT (p)

to the origin in time T . Write out a solution to the differential equation (1) at time T ,
taking it into account that x(t) = 0. We infer

n∑

i=1

ϕi(T )
[
ξiT (p) +

T∫

0

(ψi(τ)Bu(τ, p)) dτ
]

= 0.

The expressions in the square brackets vanish due to the linear independence
of the vectors ϕ1(T ), . . . , ϕn(T ) and so

ξiT (p) = −
T∫

0

(ψi(τ)Bu(τ, p)) dτ, i = 1, 2, . . . , n. (3)

So, for given an n-dimensional (nonzero) vector p, we can define some point ξT (p)
by (3).

The Neustadt–Eaton method allows us to recover a vector p that solves (1).
The function

f(t, p) = p(x0 − ξt(p))
is introduced and its continuity in t and p is demonstrated. For a fixed p, the
function increases and there exists a unique t, 0 � t � tk, such that f(t, p) = 0.
Denote by F (p) this value t.

Examine the differential equation

dp

dτ
= −[x0 − ξF (p)(p)],

where ξF (p)(p) is a solution to (3) at time t = F (p). It can be proven that a solution
p(τ) as τ →∞ solves (1).

Eaton replaces the differential equation with the difference equation

�pk
�τk

=
pk+1 − pk
�τk

= −[x0 − ξF (p)(p)].

Hence,
pk+1 = pk −�τk[x0 − ξF (p)(p)];

next, the normalization procedure gives that

pk+1 =
qk+1

|qk+1| , where qk+1 = pk −�τk[x0 − ξF (p)(p)].

In the final form the algorithm for calculating p is as follows: Put

q(m)
k+1 = pk − 2−m(x0 − ξF (pk)(pk)) (4)

and choose the least nonnegative integer m such that the vector pk+1 = qmk+1
|qmk+1| obeys

the inequality

pk+1(x0 − ξF (pk)(pk+1)) < −2−(m+1)|(x0 − ξF (pk)(pk))|2.
Take the vector −x0/|x0| as p0.

The weak convergence of the method is pointed out in [2].
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2. The Method of Solution

We propose to approximate a solution to (4) obtained by the Neustadt–Eaton
method for every component by an algebraic dependence (a function).

2.1. Quadratic approximation of functions. Under the point quadratic
approximation [3], the measure of a deviation of a polynomial

Qc(z) = a0 + a1z + · · ·+ acz
c

from a given function y = f(z) on the point set z0, z1, . . . , zl is the quantity

S =
l∑

i=1

[Qc(zi)− f(zi)]2,

called a quadratic error. To construct an approximating polynomial, we need to
choose the coefficients a0, a1, . . . , ac minimizing S.

To solve the approximation problem we employ the general methods of dif-
ferential calculus. Namely, find the derivatives of S with respect to the variables
a0, a1, . . . , ac. Equating these partial derivatives to zero, we obtain a system of c+1
equations with c+ 1 unknowns a0, a1, . . . , ac.

We can take the linear model

y = a0 + a1z. (5)

The coefficients a0 and a1 are determined from the system

a0s0 + a1s1 = t0,

a0s1 + a1s2 = t1,

where s0 =
∑l

i=0 1, s1 =
∑l

i=0 zi, s2 =
∑l

i=0 z
2
i , t0 =

∑l
i=0 yi, t1 =

∑l
i=0 ziyi, and

l is the number of points.
By numerical studies, we elaborate the following algorithm for solving (1).

2.2. An algorithm of a modified method. We are given the vector p0 =
− x0
|x0| .

Step 1. Make l steps of the Neustadt–Eaton method and store in memory the
values of all components of the vector p at every step. The time �t =

∑l
k=1�τk is

also stored.

Step 2. Given components of the vector p, define an approximating dependence
by (5) and extrapolate it on the time �t beyond the lth point.

Step 3. Taking the extrapolating values as the vector p0, we can repeat the
calculations of Step 1.

Next, we can pass to Step 2 and so on.
In this way we can realize a “sliding” approximation and extrapolation of a so-

lution to (4).
To confirm efficiency of this modification of the method, we have carried out

numerical experiments.
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3. Numerical Simulation

We consider systems of linear differential equations of the third and fourth
orders.

Solving (4), by efficiency we mean the percentage of the total time of integrations
in all iterations of the modified algorithm in that for the Neustadt–Eaton method.

In the examples below l = 4, b = 4, and M = 5. The quantities x10, x20, x30,
and x40 in tables are the initial values of the phase coordinates of (1), T�N stands
for the total time of integration on all iterations of the Neustadt–Eaton method,
and T�M stands for the total time of integration on all iterations of the modified
method.

Example 1.

ẋ1 = x2, ẋ2 = x3, ẋ3 = bu, |u| �M,

x1(t0) = x10, x2(t0) = x20, x3(t0) = x30.

Table 1. Example 1

x10 x20 x30 T�N T�M %

5.0 5.0 5.0 3537 2027 42.7

0.0 0.0 4.0 1612 907 43.7

6.0 10.0 0.0 3051 1745 42.8

70.0 0.0 0.0 12577 6023 52.1

0.0 50.0 0.0 19134 10546 44.9

0.0 5.0 13.0 3782 2260 40.2

5.0 0.0 10.0 3586 1652 53.9

Example 2.

ẋ1 = x2, ẋ2 = x3, ẋ3 = a1x1 + a2x2 + a3x3 + bu, |u| �M,

x1(t0) = x10, x2(t0) = x20, x3(t0) = x30,

λ1 = −2.704, λ23 = −0.198± 0.830.

Table 2. Example 2

x10 x20 x30 T�N T�M %

1.0 1.0 0.0 41707 18433 55.8

0.0 1.0 0.0 15504 7901 49.0

0.0 0.0 6.0 26832 9246 65.5

1.0 0.0 0.0 23913 7936 66.8

0.0 1.0 1.0 13377 4008 70.0

Example 3.

ẋ1 = x2, ẋ2 = x3, ẋ3 = x4, ẋ4 = bu, |u| �M,
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x1(t0) = x10, x2(t0) = x20, x3(t0) = x30, x4(t0) = x40.

Table 3. Example 3

x10 x20 x30 x40 T�N T�M %

1.0 1.0 0.0 0.0 20966 9159 56.3

0.0 0.0 2.0 0.0 16404 7916 51.7

1.0 1.0 1.0 1.0 15122 9170 39.4

0.0 0.0 0.0 7.0 42216 19501 53.8

0.0 0.0 2.0 2.0 25198 9998 60.3

1.0 2.0 3.0 4.0 127285 13484 89.4

1.0 2.0 2.0 1.0 34436 12487 63.7

8.0 0.0 0.0 0.0 39160 14897 62.0

0.0 1.0 0.0 0.0 16728 5998 64.1

1.0 0.0 0.0 5.0 19635 9484 51.7

0.0 1.0 1.0 0.0 12354 6654 46.1

Example 4.

ẋ1 = x2, ẋ2 = x3, ẋ3 = x4, ẋ4 = a41x1 + a42x2 + a43x3 + a44x4 + bu, |u| �M,

x1(t0) = x10, x2(t0) = x20, x3(t0) = x30, x4(t0) = x40,

λ12 = −0.784± 0.986, λ34 = −1.016± 0.916.

Table 4. Example 4

x10 x20 x30 x40 T�N T�M %

1.0 1.0 1.0 1.0 83317 32491 61.0

2.0 3.0 0.0 0.0 97357 41457 57.4

4.0 0.0 0.0 0.0 77071 46003 40.3

1.0 2.0 3.0 4.0 107298 60854 43.3

0.0 5.0 0.0 0.0 100502 52527 47.7

2.0 0.0 0.0 20.0 92762 40371 56.5

0.0 3.0 3.0 0.0 81823 38515 52.9

630.839 −614.358 74.716 1191.669 34356 15779 54.1

−82.290 155.603 −222.679 187.20 11560 6753 41.6

−93.192 180.223 −260.808 213.634 23517 10956 53.4

Conclusion

The modification proposed allows us to essentially reduce numerical costs. In
the above examples the costs are fifty percent less than those in the Neustadt–Eaton
method.
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NUMERICAL DETERMINATION OF THE

TEMPERATURE FIELD IN A SYSTEM

OF BEARINGS ON THE SAME SHAFT

WITH ACCOUNT FOR ITS SPEED

R. S. Tikhonov and N. P. Starostin

Abstract. We propose a quasi-three-dimensional mathematical model of thermal pro-
cess in a system of bearings on the same shaft with account for its speed. We give the
results of determining the time step in a numerical solution of the problem by the finite
difference method, studying the mutual influence of temperature fields in the system of
bearings, and finding conditions under which the mathematical model could simplify.

Keywords: plain bearing, mathematical model, friction, heat conductivity, tempera-
ture, heat equation, numerical solution

Introduction

The mathematical modeling of nonstationary thermal processes in systems of
bearings on the same shaft is used to solve various applied problems. This includes
the method of thermal diagnostics of friction, which enables us to determine the heat
emission caused by friction and, accordingly, the friction torques from temperature
measurements by solving an inverse boundary value problem [1]. The temperature
field in a system of bearings was previously determined on assuming the uniform
distribution of temperature across the shaft as a consequence of sufficiently fast
rotation (more 5 rad/s) and treating the shaft as a one-dimensional rod [1–4]. The
angular velocities of the shaft in plain bearings for which calculating the temperature
field requires for the motion of the shaft was determined in [5]. The influence of the
rotation of the shaft on the temperature field was factored for one plain bearing in
the flat case in [6], and in the three-dimensional case in [7].

In this article we consider the problem of determining the nonstationary tem-
perature field in a system of bearings on the same slowly rotating shaft, for which
we should account for the motion of the shaft (Fig. 1).

The mathematical model of thermal process in a system of bearings on the
same shaft is a generalization of the model for one bearing. A planar mathematical
model for a plain bearing taking into account the clearance between the shaft and
the hub and an algorithm for a numerical solution of the problem of nonstationary
heat exchange are proposed in [8]. We can only obtain a realistic picture of heat
propagation in a bearing when accounting for the spatial distribution of heat arising
from friction. In thermal diagnostics of friction with the use of a complete three-
dimensional model of the thermal process it is necessary to specify temperature on
some plane in a neighborhood of the friction zone, which is impossible in practice.
For this reason, we construct a quasi-three-dimensional mathematical model.

c© 2014 Tikhonov R. S. and Starostin N. P.
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Fig. 1. The scheme of calculation for a system of plain bearings: shaft 1; hub 2; race 3

Assume that the temperature distribution is uniform along the length of the
bearing and cage since the heat transfer at their end surfaces is insignificant. Indeed,
calculations using the full three-dimensional model of the thermal process in a plain
bearing show that the convective heat transfer from the end surfaces of the hub and
cage amounts to less than 0.5% of thermal friction. Therefore, we may regard the
hub and cage as flat, while the shaft as three-dimensional.

The nonstationary temperature field in a bearing is described by the two-
dimensional quasi-linear heat equation for hubs with cages:

Cik
∂T

∂t
=

1
r

∂

∂r

(
rλik

∂Tk

∂r

)
+

1
r2

∂

∂ϕ

(
λik

∂T

∂ϕ

)
,

R2k < r < R4k, −π < ϕ < π, 0 < t ≤ tm, k = 1, . . . , N, i = 2, 3,
(1)

while for the shaft, by the three-dimensional equation with the convective term
accounting for its rotation:

C1
∂U

∂t
=

1
r

∂

∂r

(
rλ1

∂U

∂r

)
+

1
r2

∂

∂ϕ

(
λ1

∂U

∂ϕ

)
+ �C1

∂U

∂ϕ
+

∂

∂z

(
λ1

∂U

∂z

)
,

0 < r < R1, −π < ϕ < π, 0 < t ≤ tm.

(2)

In the zone of friction between the hubs and the shaft, impose the conditions of
frictional heat emission:

λ1
∂U(r, ϕ, z, t)

∂r

∣∣∣∣
r=R1

− λ2
∂Tk(r, ϕ, t)

∂r

∣∣∣∣
r=R2k

= Qk(ϕ, t), |ϕ| ≤ ϕ0, (3)

1
dk

zk∫
zk−1

U(R1, ϕ, z, t) dz = Tk(R2k, ϕ, t). (3′)

On the free surfaces of the shaft, hubs, and cages, impose the conditions of convective
heat exchange:

λ1
∂U(r, ϕ, z, t)

∂r

∣∣∣∣
r=R1

= −α1(U(R1, ϕ, z, t)− T0), (4)

λ2k
∂Tk(r, ϕ, t)

∂r

∣∣∣∣
r=R2

= α2(Tk(R2k, ϕ, t)− T0), |ϕ| > ϕ0, (5)

λ3k
∂Tk(r, ϕ, t)

∂r

∣∣∣∣
r=R4k

= α3(Tk(R4k, ϕ, t)− T0), −π < ϕ ≤ π. (6)
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On the ends of the shaft, impose conditions of the first and third kind:

λ1
∂U(r, ϕ, z, t)

∂z

∣∣∣∣
z=L

= −α1(U(R1, ϕ, L, t)− T0), U(R1, ϕ, 0, t) = T0. (7)

In the center of the shaft, impose the condition that the thermal flow is bounded:

lim
r→0

(
rλ1

∂U

∂r

)
= 0. (8)

There are periodicity conditions with respect to the angular coordinates:
∂Tk(r, ϕ, t)

∂ϕ

∣∣∣∣
ϕ=−π

=
∂Tk(r, ϕ, t)

∂ϕ

∣∣∣∣
ϕ=π

, Tk(r,−π, t) = Tk(r, π, t), (9)

∂U(r, ϕ, z, t)
∂ϕ

∣∣∣∣
ϕ=−π

=
∂U(r, ϕ, z, t)

∂ϕ

∣∣∣∣
ϕ=π

, U(r,−π, z, t) = U(r, π, z, t). (10)

Assume that the initial distribution of temperature in the elements of the friction
assembly are equal and uniform:

Tk(r, ϕ, 0) = U(r, ϕ, z, 0) = T0. (11)

1. Numerical Solution

To solve problem (1)–(11), we used the finite difference method applicable to
equations with variable coefficients, nonlinear equations, and widely used to solve
various applied problems [9–15]. The presence of the convective term in the heat
equation (2), for the rotating shaft, causes certain difficulties for the numerical solu-
tion of the stated problem. The use of monotone locally one-dimensional difference
schemes of total approximation guarantees the fulfillment of the maximum principle,
that is, for arbitrary steps τ and hϕ with respect to temporal and angular variables
we can define an approximate solution. From the set of approximate solutions choose
a solution satisfying the sticking condition as the temporal step tends to 0. We in-
tend to use the developed algorithm for calculating the temperature field to solve
boundary value problems and implement an algorithm for solving the inverse heat
exchange problem of determining frictional heat emission. Therefore, the expenses
of computer time to solve the inverse problem depend on the temporal step in the
numerical solution of the direct problem. For an excessively small step the expenses
of computer time can turn out prohibitive for practical calculations. Thus, we should
choose the temporal step as large as possible for the specified sticking criterion.

Suppose that we have a sufficiently fine spatial mesh. For this mesh, run simu-
lations to determined the temporal step which ensures that the solution converges.
We varied the Courant number (γ = τυ/hϕ, where υ = R1�) characterizing the re-
lation of the angular step to the angular velocity of the shaft and the temporal step.
Since all plain bearings share the shaft, it suffices to consider the case of one bearing.
Subsequently, we use the temporal step found this way to calculate temperature in
a system of several bearings.

Fig. 2 shows the results of temperature calculations in plain bearings in de-
pendence on the Courant number for the following geometric sizes: R1k = 12 mm,
R2k = 13 mm, R3k = 16 mm, R4k = 12 mm, where k = 1. The shaft and cage
are made from steel, while the hub is made of the filled fluoropolymer Ф4K20. The
angular velocity of the shaft is π rad/s, and the angle of contact is 30◦. The specific
intensivity of heat emission is constant and equals Q = 67kW/m2. Calculations
show that for γ < 1 the solutions converge. For practical calculations, we can define
the temporal step from the condition γ = 2 since for γ < 2 the values of temperature
vary within one degree.
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Fig. 2. Calculation dependencies of the maximal temperature in the friction zone
for different Courant numbers γ: 1 is γ = 36; 2 is γ = 12; 3 is γ = 2; 4 is γ = 1; 5 is γ = 1/8

2. Comparison of Calculated
and Experimental Temperature

To establish whether our mathematical model with two-dimensional and three-
dimensional heat equations is adequate to the real thermal process in plain bearings,
we compared the simulated and experimental temperature (Fig. 3).

Fig. 3. Calculated dependence of temperature on time
in an inner point of the hub at 0.5 mm from the friction zone.

(The symbol I marks the confidence intervals of experimental temperature data)

We made experiments on a friction machine CMT-1 for one bearing, recording
the temperature with copper-constantan thermocouples of diameter 0.1 mm and the
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use of multichannel “TERMODAT” device at five points of a hub at 0.5 mm away
from the friction zone. The angle of contact was 60◦.

Repeating the experiment three times, we determined a confidence interval for
the dependence of temperature on time. Fig. 3 shows that the calculated dependence
of temperature for ϕ = 0 lies within the range of experimental data. We obtained
similar results for other points of temperature measurements, which confirms that
our description of the thermal process in a plain bearing under consideration is
adequate.

The calculations resulted in determining the effective coefficients of the heat
equation ensuring that the simulated and experimental temperatures are close. The
difference between the effective coefficients and the handbook values of thermophys-
ical characteristics of materials is not greater than the range of properties of the
polymer composition and steel. The effective heat conductivity coefficient λ2 of the
filled fluoropolymer Ф4K20 is 0.34 W/(m · ◦C), the spatial heat capacity C2 equals
2.2·106 J/(m3 ·◦C), while for steel λ1 = 46 W/(m·◦C) and C1 = 3.48·106 J/(m3 ·◦C).

We calculated the heat exchange coefficient of the rotating shaft as [16]

α1 = Nu
λvoz

2R1
, Nu = 0.95(2Re2 + Cr)0,35. (12)

The comparison of temperature data indicates that the proposed mathematical
model is applicable for determining the temperature field in plain bearings.

3. Modeling Thermal Processes in a System of Bearings

We generalized our algorithm to systems of plain bearings. As an example we
took a system of four identical bearings made of the filled fluoropolymer Ф4K20.
We specified heat emission intensivity in the bearings as functions of time:

Q1(ϕ, t) = 3851, 656(t+ 1)
1
4 | cosϕ|, Q2(ϕ, t) = 215,89− (t−600)2

90000 | cosϕ|,
Q3(ϕ, t) = 3851, 656π| cosϕ|, Q4(ϕ, t) = 124,3194− (t−600)2

360000 | cosϕ|.
(13)

These functions are chosen so that the first of them increases, the third is con-
stant, while the second and fourth have a point of maximum on the tenth minute.
The dynamics of temperature field in each bearing affects the dependence of tem-
perature on time in neighboring bearings, attested by the change of temperature in
time in the friction zone of bearings (Fig. 4). As heat emission in the first bearing
increases, the temperature in the friction zone must rise. Under the influence of the
decrease in heat emission in the second bearing after 10 minutes, the temperature
in the first bearing drops after 15 minutes of operation. In the third bearing the
temperature should settle due to constant heat emission, but under the influence of
the decrease in temperature the fourth bearing it also begins to drop.

Studying temperature fields in plain bearings, we determined the distance be-
tween bearings of 10 cm which exclude the mutual influence on the change of tem-
perature fields of the bearings in time. The results of calculations of this sort can
be used, for instance, to develop multiposition station for testing friction and wear
of materials.

In the thermal diagnostics of friction, based on solving the inverse boundary
value problem of heat exchange, the expenses of computer time on the direct prob-
lem are most important. We can decrease computation time by simplifying the
mathematical model. As for the mathematical model of thermal process in a system
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Fig. 4. Dependence of the maximal temperature
in the contact zone of plain bearings on time:

1 is the temperature of the 1st bearing, 2 is the 2dn bearing,
3 is the 3rd bearing, 4 is the 4th bearing

of bearings, we may assume that the temperature is uniform across the shaft, which
enables us to consider the shaft as one-dimensional and account for the rotation of
the shaft only in the coefficients of heat exchange of its surface with the surround-
ing medium. To establish the validity of this assumption along with analyzing the
temperature distribution in the radial variable, it is necessary to study the change
of temperature in the shaft in circles. Suppose that the intensivity of heat emis-
sion, diameter, and thermophysical properties of the shaft allow us to assume that
the temperature distribution in the radial variable is uniform. As the rotation of
the shaft speeds up, the change of temperature along the circle tends to a uniform
distribution. Let us determine the angular velocity of the shaft above which we can
assume that the temperature distribution is uniform.

At a short distance from the plain bearing (2-4 mm) along the axial variable
the temperature distribution in the shaft along the circle becomes uniform. For this
reason, to study the uniformity of temperature in the circular variable in a system
of plain bearings, we considered one bearing with the initial data chosen above.
In the simulations for various angular velocities the function of specific intensivity
of heat emission remained unchanged thanks to the condition pR1� = pV = const.
Temperature reaches its maximal and minimal values in the friction zone of the shaft
at the points where the surface of the shaft come into and out of contact. Fig. 5
shows the calculated dependence of the surface temperature of the shaft on the
angular coordinate. Despite the increase of the heat exchange coefficient with faster
rotation, after coming out of contact the surface of the shaft is cooled less and the
minimal temperature of contact increases. In addition, owing to the shorter duration
of contact, the maximal temperature on the surface of the shaft decreases. Thus,
the increase of angular velocity leads to a more uniform temperature distribution
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Fig. 5. Temperature distribution on the surface of the shaft for various angular velocities:
1 is 0,1π rad/s; 2 is 0,3π rad/s; 3 is 0,5π rad/s; 4 is 0,7π rad/s;

5 is π rad/s; 6 is 1,4π rad/s; 7 is 2π rad/s

Fig. 6. Dependence of the difference between the extremal values of temperature
on the surface of the shaft on the angular velocity of the shaft at time t = 1 min

along the circle.
We make the simplifying assumptions in the mathematical model of thermal

process in a system of bearings basing on the accuracy of the description of the
process required by the objectives of research. Fig. 6 presents the difference between
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the extremal values of temperature on the surface of the shaft in dependence on the
angular velocity. This dependence enables us to determine the angular velocity of
the shaft above which we may assume that the temperature distribution is uniform
with certain accuracy.

4. Conclusions

We proposed a mathematical model of thermal process in a system of plain
bearings for the rotation of the shaft and a technique enabling us to determine,
basing on simulations, a temporal step suitable for practical calculations.

By comparing the simulated and experimental temperature, we established that
this mathematical model is adequate to the real thermal process in a plain bearing.

By studying temperature fields in plain bearings, we determined the distance
between bearings which excludes their mutual thermal influence and the angular
velocity above which our mathematical model simplifies.

We can recommend the proposed mathematical model of thermal process for
determining friction in each bearing of the system from temperature data.

Notation: Qk is the specific intensivity of heat emission in the contact zone
of bearing k; U is the temperature of the shaft; Tk is the temperature of bearing k;
T0 is the temperature of the surrounding medium; k and N are the index and the
number of bearings; R1 is the radius of the shaft, R2k and R3k are the inner and
outer radii of the hub of bearing k; R4k is the outer radius of the cage of bearing k;
dk is the length of bearing k; L is the length of the shaft; r, ϕ, z are cylindrical
coordinates; zk−1 and zk are axial coordinates of the ends of bearing k; 2ϕ0 is the
contact angle; � is the angular velocity; t is time; tm is the trial time; C1 is the
spatial heat capacity of the material of the shaft; C2k and C3k are the spatial heat
capacities of the materials of the hub and cage of bearing k respectively; α1, α2, and
α3 are the heat transfer coefficients from the surfaces of the shaft, hub, and cage
respectively; λ1 is the heat conductivity coefficient of the material of the shaft; λ2k
and λ3k are the heat conductivity coefficients of the materials of the hub and cage
of bearing k respectively; λvoz is the heat conductivity coefficient of the surrounding
medium; Re is the Reynolds’ criterion; Cr is the Grashof’s criterion; p is pressure;
V is linear velocity.
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2. Cherskĭı I. N., Bogatin O. B., and Starostin N. P. Reconstruction of the friction moments in
a system of nongreased bearings from measurements of temperature // Trenie Iznos. 1986.
V. VII, N 5. P. 878–887.
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