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# ON SOLVABILITY OF DEGENERATE LOADED SYSTEMS OF EQUATIONS 

L. V. Borel


#### Abstract

We study loaded linear systems of differential equations that are not solved with respect to the time derivative. The systems of partial and ordinary differential equations are examined. Sufficient conditions for the unique solvability of initial boundary value problems (or initial problems) are obtained for these systems of equations.
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## Introduction

Let $\mathfrak{U}$ and $\mathfrak{V}$ be Banach spaces. Given linear operators $L: \mathfrak{U} \rightarrow \mathfrak{V}$ and $M$ : $D_{M} \rightarrow \mathfrak{V}$, assume that $L$ is continuous (for brevity we write $L \in \mathscr{L}(\mathfrak{U} ; \mathfrak{V})$ ) and $M$ is closed and densely defined in $\mathfrak{U}$; i.e., $M \in \mathscr{C l}(\mathfrak{U} ; \mathfrak{V})$. We consider the Cauchy problem

$$
\begin{equation*}
u(0)=u_{0} \tag{1}
\end{equation*}
$$

for the integro-differential equation

$$
\begin{equation*}
L \dot{u}(t)=M u(t)+\int_{0}^{T} \mathscr{K}(t, s) u(s) d \mu(s), \quad t \in[0, T], \tag{2}
\end{equation*}
$$

that is not solved with respect to the time derivative, since we suppose that $\operatorname{ker} L \neq$ $\{0\}$. Here $T>0, \mathscr{K}:[0, T] \times[0, T] \rightarrow \mathscr{L}(\mathfrak{U} ; \mathfrak{V})$, and $\mu:[0, T] \rightarrow \mathbb{R}$ is a function of bounded variation. The equations containing a functional of an unknown solution (for example a Stieltjes integral in (2)) together with a differential part are often called loaded $[1-4]$ and they are met when we look for an approximate solution to a differential equation or study inverse problems for them and in the mathematical modeling of nonlocal processes.

A function $u \in C^{1}([0, T] ; \mathfrak{U}) \cap C\left([0, T] ; D_{M}\right)$ satisfying (2) on $[0, T]$ as well as (1) is called a solution to problem (1), (2). Sufficient conditions for the unique solvability of the Cauchy problem and the generalized Showalter-Sidorov problem for a loaded equation (2) under the condition of the strong ( $L, p$ )-radiality of the operator $M$ [68] are given in [5]. The effectiveness of the results obtained is demonstrated by the examples of boundary value problems for loaded pseudoparabolic equations. We can refer not only to articles devoted to degenerate evolution equations with a Fredholm integral operator as in (2) but also to those with a Volterra integral operator (the equations with memory) [9-11] or an integral delay operator [12, 13].
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The aim of this article is to study some loaded system of equations that are not solved with respect to the time derivative which arises in applications with the use of the results of [5].

A brief exposition of the definitions and theorems from [5, 7] is given in Section 1. Sufficient conditions for unique solvability of boundary value problems for a degenerate loaded system of partial differential equations are obtained in Section 2. Similar results are justified in Section 3 for a degenerate loaded system of equations for a function of one variable, i.e. for algebraic-differential systems (see [14]).

## 1. Degenerate Loaded Equations in Banach Spaces

We recall some definitions and theorems employed in the main part of the article from $[5,7]$ (see also $[6,8]$ ).

Put

$$
\begin{gathered}
\mathbb{N}_{0}=\{0\} \cup \mathbb{N}, \quad \overline{\mathbb{R}}_{+}=\{0\} \cup \mathbb{R}_{+}, \\
\rho^{L}(M)=\left\{\mu \in \mathbb{C}:(\mu L-M)^{-1} \in \mathscr{L}(\mathfrak{V}, \mathfrak{U})\right\} \\
R_{\mu}^{L}(M)=(\mu L-M)^{-1} L, \quad L_{\mu}^{L}=L(\mu L-M)^{-1} .
\end{gathered}
$$

Let $p \in \mathbb{N}_{0}$. An operator $M$ is strongly $(L, p)$-radial whenever
(i) $\exists a \in \mathbb{R}(a,+\infty) \subset \rho^{L}(M)$;
(ii) $\exists K \in \mathbb{R}_{+} \forall \mu \in(a,+\infty) \forall n \in \mathbb{N}$

$$
\max \left\{\left\|\left(R_{\mu}^{L}(M)\right)^{n(p+1)}\right\|_{\mathscr{L}(\mathfrak{L})},\left\|\left(L_{\mu}^{L}(M)\right)^{n(p+1)}\right\|_{\mathscr{L}(\mathfrak{V})}\right\} \leq \frac{K}{(\mu-a)^{n(p+1)}} ;
$$

(iii) there exists a dense subspace $\stackrel{\circ}{\mathfrak{V}}$ in $\mathfrak{V}$ such that

$$
\begin{gathered}
\left\|M(\mu L-M)^{-1}\left(L_{\mu}^{L}(M)\right)^{p+1} f\right\|_{\mathfrak{V}} \leq \frac{\operatorname{const}(f)}{(\mu-a)^{p+2}} \quad \forall f \in \stackrel{\circ}{\mathfrak{V}} ; \\
\left\|\left(R_{\mu}^{L}(M)\right)^{p+1}(\mu L-M)^{-1}\right\|_{\mathscr{L}(\mathfrak{V} ; \mathfrak{U})} \leq \frac{K}{(\mu-a)^{p+2}}
\end{gathered}
$$

for every $\mu \in(a,+\infty)$.
REmark 1. The equivalence of (ii) and (iii) to the slightly more complicated conditions from [6-8] is demonstrated in [15].

Assume that $\mathfrak{U}^{0}=\operatorname{ker}\left(R_{\mu}^{L}(M)\right)^{p+1}$ and $\mathfrak{V}^{0}=\operatorname{ker}\left(L_{\mu}^{L}(M)\right)^{p+1}$, while $\mathfrak{U}^{1}$ is the closure of the range $\operatorname{im}\left(R_{\mu}^{L}(M)\right)^{p+1}$ in $\mathfrak{U}$, and $\mathfrak{V}^{1}$ is the closure of the range $\operatorname{im}\left(L_{\mu}^{L}(M)\right)^{p+1}$ in $\mathfrak{V}$. Denote by $L_{k}\left(M_{k}\right)$ the restriction of $L(M)$ to $\mathfrak{U}^{k}\left(D_{M_{k}}=\right.$ $\left.D_{M} \cap \mathfrak{U}^{k}\right), k=0,1$.

Theorem 1 [7]. Let $M$ be a strongly ( $L, p$ )-radial operator. Then
(i) $\mathfrak{U}=\mathfrak{U}^{0} \oplus \mathfrak{U}^{1}, \mathfrak{V}=\mathfrak{V}^{0} \oplus \mathfrak{V}^{1}$;
(ii) $L_{k} \in \mathscr{L}\left(\mathfrak{U}^{k} ; \mathfrak{V}^{k}\right), M_{k} \in \mathscr{C} l\left(\mathfrak{U}^{k} ; \mathfrak{V}^{k}\right), k=0,1$;
(iii) there exist $M_{0}^{-1} \in \mathscr{L}\left(\mathfrak{V}^{0} ; \mathfrak{U}^{0}\right)$ and $L_{1}^{-1} \in \mathscr{L}\left(\mathfrak{V}^{1} ; \mathfrak{U}^{1}\right)$;
(iv) $H=M_{0}^{-1} L_{0}$ is nilpotent of degree at most $p$;
(v) there exists a strongly continuous resolving semigroup $\{U(t) \in \mathscr{L}(\mathfrak{U})$ : $t \geq 0\}(\{V(t) \in \mathscr{L}(\mathfrak{V}): t \geq 0\})$ of the equation $L \dot{u}(t)=M u(t)$. In this case

$$
\begin{gathered}
\forall t>0 \quad U(t)=s-\lim _{k \rightarrow \infty}\left(\frac{k(p+1)}{t} R_{\frac{k(p+1)}{t}}^{L}(M)\right)^{k(p+1)}, \\
\forall t \geq 0 \quad\|U(t)\|_{\mathscr{L}(\mathfrak{U})} \leq K e^{a t}
\end{gathered}
$$

The projection along $\mathfrak{U}^{0}$ onto $\mathfrak{U}^{1}$ (along $\mathfrak{V}^{0}$ onto $\mathfrak{V}^{1}$ ) is given by the following formula

$$
P=U(0)=s-\lim _{\mu \rightarrow+\infty}\left(\mu R_{\mu}^{L}(M)\right)^{p+1} \quad\left(Q=s-\lim _{\mu \rightarrow+\infty}\left(\mu L_{\mu}^{L}(M)\right)^{p+1}\right)
$$

For a strongly $(L, p)$-radial operator $M$, operator-functions $\mathscr{K}$ of class $C^{p+1,0}([0$, $T] \times[0, T] ; \mathscr{L}(\mathfrak{U} ; \mathfrak{V}))$ (continuous and having continuous partial derivatives with respect to the variables of the first argument up to the order $p+1$ ) and functions $\mu:[0, T] \rightarrow \mathbb{R}$ of bounded variation are denoted by

$$
\begin{gathered}
\frac{\partial^{n} \mathscr{K}}{\partial t^{n}} \equiv \mathscr{K}_{t}^{(n)}, \quad V_{0}^{T}(\mu) \max _{t, s \in[0, T]}\left\|\mathscr{K}_{t}^{(n)}(t, s)\right\|_{\mathscr{L}(\mathfrak{U} ; \mathfrak{J})} \equiv K_{n}(T), \\
V_{0}^{T}(\mu) \max _{t, s \in[0, T]} s\left\|\mathscr{K}_{t}^{(n)}(t, s)\right\|_{\mathscr{L}(\mathfrak{U}: \mathfrak{V})} \equiv K_{n, 1}(T), \\
\left\|L_{1}^{-1} Q\right\|_{\mathscr{L}(\mathfrak{V} ; \mathfrak{U})} \equiv C_{1}, \quad\left\|H^{k} M_{0}^{-1}(I-Q)\right\|_{\mathscr{L}(\mathfrak{V} ; \mathfrak{U})} \equiv h_{k}, \quad k=0,1, \ldots, p \\
F(T)=\max \left\{C_{1} K(T) \sum_{n=0}^{p+1} K_{n, 1}(T)+h_{0} \sum_{n=0}^{p+1} K_{n}(T), h_{1} \sum_{n=0}^{p+1} K_{n}(T), \ldots, h_{p} \sum_{n=0}^{p+1} K_{n}(T)\right\} .
\end{gathered}
$$

where $T>0, n=0,1, \ldots, p+1$. Here $V_{0}^{T}(\mu)$ is the variation of $\mu$ on the segment $[0, T]$,

$$
K(T)=\max \left\{K, K e^{a T}\right\}= \begin{cases}K, & a \leq 0 \\ K e^{a T}, & a>0\end{cases}
$$

with $K$ and $a$ constants from the definition of strong $(L, p)$-radiality. In view of Theorem $1(\mathrm{v})\|U(t)\|_{\mathscr{L}(\mathfrak{U})} \leq K(T)$ for all $t \in[0, T]$.

Theorem 2 [5]. Assume that $M$ is a strongly ( $L, p$ )-radial operator, $\mu:[0, T]$ $\rightarrow \mathbb{R}$ is a function of bounded variation, $\mathscr{K} \in C^{p+1,0}([0, T] \times[0, T] ; \mathscr{L}(\mathfrak{U} ; \mathfrak{V}))$, $\mathscr{K}_{t}^{(n)}(0, s) \equiv 0, n=0,1, \ldots, p, u_{0} \in D_{M} \cap \mathfrak{U}^{1}, F(T)<1$. Then there exist a unique solution $u \in C^{1}([0, T] ; \mathfrak{U}) \cap C\left([0, T] ; D_{M}\right)$ to (1), (2).

The problem with the Showalter-Sidorov initial condition

$$
\begin{equation*}
P u(0)=u_{0} . \tag{3}
\end{equation*}
$$

often met for degenerate evolution equation is addressed for (2) in [5].
Theorem 3 [5]. Assume that $M$ is a strongly (L, p)-radial operator, $\mu:[0, T] \rightarrow$ $\mathbb{R}$ is a function of bounded variation, and $\mathscr{K} \in C^{p+1,0}([0, T] \times[0, T] ; \mathscr{L}(\mathfrak{U} ; \mathfrak{V}))$, $u_{0} \in D_{M} \cap \mathfrak{U}^{1}, F(T)<1$. Then there exists a unique solution $u \in C^{1}([0, T) ; \mathfrak{U}) \cap$ $C\left([0, T] ; D_{M}\right)$ to (2), (3).

## 2. A Degenerate Loaded System of Partial Differential Equations

Consider the initial-boundary value problem

$$
\begin{gather*}
z_{1}(x, 0)=z_{10}(x), \quad x \in \Omega  \tag{4}\\
z_{i}(x, t)=0, \quad(x, t) \in \partial \Omega \times[0, T], \quad i=1,2,3 \tag{5}
\end{gather*}
$$

for the model integro-differential system of equations

$$
\begin{align*}
& z_{1 t}(x, t)=\Delta z_{1}(x, t)+\sum_{i=1}^{3} \int_{0}^{T} k_{1 i}(t, s) z_{i}(x, s) d \mu(s), \quad(x, t) \in \Omega \times[0, T], \\
& z_{3 t}(x, t)=\Delta z_{2}(x, t)+\sum_{i=1}^{3} \int_{0}^{T} k_{2 i}(t, s) z_{i}(x, s) d \mu(s), \quad(x, t) \in \Omega \times[0, T],  \tag{6}\\
& 0=\Delta z_{3}(x, t)+\sum_{i=1}^{3} \int_{0}^{T} k_{3 i}(t, s) z_{i}(x, s) d \mu(s), \quad(x, t) \in \Omega \times[0, T] .
\end{align*}
$$

Here $\Omega \subset \mathbb{R}^{d}$ is a bounded domain with smooth boundary $\partial \Omega$ and the functions $z_{10}: \Omega \rightarrow \mathbb{R}, k_{j i}:[0, T] \times[0, T] \rightarrow \mathbb{R}, i, j=1,2,3$, are given.

Put

$$
\begin{gathered}
H_{0}^{2}(\Omega)=\left\{v \in H^{2}(\Omega): v(x)=0, x \in \partial \Omega\right\}, \\
\mathfrak{U}=\mathfrak{V}=\left(L_{2}(\Omega)\right)^{3}, \quad D_{M}=\left(H_{0}^{2}(\Omega)\right)^{3}, \\
L=\left(\begin{array}{ccc}
I & 0 & 0 \\
0 & 0 & I \\
0 & 0 & 0
\end{array}\right), \quad M=\left(\begin{array}{ccc}
\Delta & 0 & 0 \\
0 & \Delta & 0 \\
0 & 0 & \Delta
\end{array}\right), \\
\mathscr{K}(t, s)=\left(\begin{array}{lll}
k_{11}(t, s) & k_{12}(t, s) & k_{13}(t, s) \\
k_{21}(t, s) & k_{22}(t, s) & k_{23}(t, s) \\
k_{31}(t, s) & k_{32}(t, s) & k_{33}(t, s)
\end{array}\right)
\end{gathered}
$$

for $t, s \in[0, T]$. In this case $u(t)=\operatorname{col}\left(z_{1}(\cdot, t), z_{2}(\cdot, t), z_{3}(\cdot, t)\right)$. The strong $(L, 1)$ radiality of $M$ is demonstrated and the subspaces

$$
\mathfrak{U}^{0}=\mathfrak{V}^{0}=\{0\} \times L_{2}(\Omega) \times L_{2}(\Omega), \quad \mathfrak{U}^{1}=\mathfrak{V}^{1}=L_{2}(\Omega) \times\{0\} \times\{0\}
$$

and the constants $a=0$ and $K=1$ are determined in [16]. Hence, $K(T) \equiv 1$, $L_{1}^{-1}=I, C_{1}=1$, and

$$
\begin{gathered}
M_{0}^{-1}=\left(\begin{array}{cc}
\Delta^{-1} & 0 \\
0 & \Delta^{-1}
\end{array}\right), \quad H=\left(\begin{array}{cc}
0 & \Delta^{-1} \\
0 & 0
\end{array}\right), \\
M_{0}^{-1}(I-Q)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & \Delta^{-1} & 0 \\
0 & 0 & \Delta^{-1}
\end{array}\right), \quad H M_{0}^{-1}(I-Q)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & \Delta^{-2} \\
0 & 0 & 0
\end{array}\right) \\
h_{k}=\left\|H^{k} M_{0}^{-1}(I-Q)\right\|=\frac{1}{\left|\lambda_{1}\right|^{k+1}}, \quad k=0,1,
\end{gathered}
$$

where $\lambda_{1}$ is the first eigenvalue (and thus has the least modulus) of the Laplace operator with the Dirichlet boundary conditions,

$$
\begin{gathered}
K_{n}(T)=V_{0}^{T}(\mu) \max _{t, s \in[0, T]} \max _{i, j=1,2,3}\left|\frac{\partial^{n} k_{i j}}{\partial t^{n}}(t, s)\right|, \quad n=0,1,2, \\
K_{n, 1}(T)=V_{0}^{T}(\mu) \max _{t, s \in[0, T]}\left\{s \max _{i, j=1,2,3}\left|\frac{\partial^{n} k_{i j}}{\partial t^{n}}(t, s)\right|\right\}, \quad n=0,1,2 .
\end{gathered}
$$

Hence, Theorem 3 ensures the following claim.

Theorem 4. Assume that $z_{10} \in H_{0}^{2}(\Omega), \mu:[0, T] \rightarrow \mathbb{R}$ is a function of bounded variation, $k_{i j} \in C^{2,0}([0, T] \times[0, T] ; \mathbb{R}), i, j=1,2,3$, and

$$
V_{0}^{T}(\mu) \max \left\{\sum_{n=0}^{2} K_{n, 1}(T)+\frac{1}{\left|\lambda_{1}\right|} \sum_{n=0}^{2} K_{n}(T), \frac{1}{\left|\lambda_{1}\right|^{2}} \sum_{n=0}^{2} K_{n}(T)\right\}<1
$$

Then there exists a unique solution $z_{1}, z_{2}, z_{3} \in C^{1}\left([0, T] ; L_{2}(\Omega)\right) \cap C\left([0, T] ; H_{0}^{2}(\Omega)\right)$ to problem (4)-(6).

A particular case of this statement is the following result:
Corollary 1. Assume that $z_{10} \in H_{0}^{2}(0, \pi), k_{i j} \in C^{2,0}([0,1] \times[0,1] ; \mathbb{R}), i, j=$ $1,2,3$,

$$
\sum_{n=0}^{2} \max _{t \in[0,1]} \max _{i, j=1,2,3}\left|\frac{\partial^{n} l_{i j}}{\partial t^{n}}(t)\right|<1
$$

Then there exists a unique solution $z_{1}, z_{2}, z_{3} \in C^{1}\left([0,1] ; L_{2}(0, \pi)\right) \cap C([0, T] ;$ $\left.H_{0}^{2}(0, \pi)\right)$ to the problem

$$
\begin{gathered}
z_{1}(x, 0)=z_{10}(x), \quad x \in(0, \pi), \\
z_{i}(0, t)=z_{i}(\pi, t)=0, \quad t \in[0,1], \quad i=1,2,3, \\
z_{1 t}(x, t)=\Delta z_{1}(x, t)+\sum_{i=1}^{3} l_{1 i}(t) z_{i}(x, 1), \quad(x, t) \in(0, \pi) \times[0,1], \\
z_{3 t}(x, t)=\Delta z_{2}(x, t)+\sum_{i=1}^{3} l_{2 i}(t) z_{i}(x, 1), \quad(x, t) \in(0, \pi) \times[0,1], \\
0=\Delta z_{3}(x, t)+\sum_{i=1}^{3} l_{3 i}(t) z_{i}(x, 1), \quad(x, t) \in(0, \pi) \times[0,1] .
\end{gathered}
$$

Proof. Here $H_{0}^{2}(0, \pi)=\left\{v \in L_{2}(0, \pi): v(0)=v(\pi)=0\right\}$. Consider the previous theorem with $d=1, \Omega=(0, \pi), T=1, \mu \equiv 0$ on $[0,1), \mu(1)=1$, $k_{i j}(t, s)=l_{i}(t)$ for $(t, s) \in[0,1] \times[0,1]$. In this case $V_{0}^{1}(\mu)=1, \lambda_{1}=-1$, and Theorem 4 validates the claim.

The solvability of the Cauchy problem (5), (6) with the Cauchy data

$$
\begin{equation*}
z_{i}(x, 0)=z_{i 0}(x), \quad x \in \Omega, \quad i=1,2,3 \tag{7}
\end{equation*}
$$

is obtained on using Theorem 2 by analogy.
Theorem 5. Assume that $z_{i 0} \in H_{0}^{2}(\Omega), i=1,2,3, \mu:[0, T] \rightarrow \mathbb{R}$ is a function of bounded variation, $k_{i j} \in C^{2,0}([0, T] \times[0, T] ; \mathbb{R}), i, j=1,2,3, k(0, s) \equiv 0, \frac{\partial k}{\partial t}(0, s)$ $\equiv 0$ for $s \in[0, T]$, and

$$
V_{0}^{T}(\mu) \max \left\{\sum_{n=0}^{2} K_{n, 1}(T)+\frac{1}{\left|\lambda_{1}\right|} \sum_{n=0}^{2} K_{n}(T), \frac{1}{\left|\lambda_{1}\right|^{2}} \sum_{n=0}^{2} K_{n}(T)\right\}<1
$$

Then there exists a unique solution $z_{1}, z_{2}, z_{3} \in C^{1}\left([0, T] ; L_{2}(\Omega)\right)$ to (5)-(7).

## 3. A Loaded Algebraic-Differential System of Equations

By analogy, we can establish sufficient conditions for solvability of simpler systems of equations furnished with initial conditions for functions of one variable. The systems are assumed to be algebraic-differential, i.e. they are not solved with respect to the vector of derivatives.

Assume that $B$ and $C$ are square matrices of order $d \in \mathbb{N}, \operatorname{rang} B=k$, $k \in\{0,1, \ldots, d-1\}, K(t, s)$ is a square matrix of order $d \in \mathbb{N}$, depending on two parameters $t, s \in[0, T]$. Consider the Cauchy problem

$$
\begin{equation*}
u(0)=u_{0} \tag{8}
\end{equation*}
$$

for the following algebraic-differential system of equations for functions of one variable:

$$
\begin{equation*}
B \dot{u}(t)=C u(t)+\int_{0}^{T} K(t, s) u(s) d \mu(s), \quad t \in[0, T] \tag{9}
\end{equation*}
$$

where $u(t)=\operatorname{col}\left(u_{1}(t), u_{2}(t), \ldots, u_{d}(t)\right), u_{0}=\operatorname{col}\left(u_{10}, u_{20}, \ldots u_{d 0}\right)$, and $\mu:[0, T] \rightarrow$ $\mathbb{R}$ is a function of bounded variation . The problem (8), (9) agrees with (1), (2) if we put $\mathfrak{U}=\mathfrak{V}=\mathbb{R}^{d}$ and the action of the operators $L, M$, and $\mathscr{K}(t, s)$ is identified with multiplication by the matrices $B, C$, and $K(t, s)$, respectively.

Lemma 1 [17, p. 122]. Assume that there exists $\alpha \in \mathbb{C}$ such that $\operatorname{det}(\alpha B-$ $C) \neq 0$. Then $M$ is a strongly $(L, p)$-radial operator for some $p \in\{0,1, \ldots, d-1\}$.

In this case the projection $P$ (see [17, pp. 89-90]) can be calculated by the formula

$$
P=\frac{1}{2 \pi i} \int_{\gamma}(\lambda B-C)^{-1} B d \lambda
$$

on using residue theory. Under the conditions of Lemma 1 1, Theorem 2 implies that if $u_{0} \in \operatorname{im} P, \mathscr{K} \in C^{p+1,0}\left([0, T] \times[0, T] ; \mathbb{R}^{d \times d}\right), F(T)<1$, then there exists a unique solution to (8), (9).

For definiteness, for $d=3$ we consider the problem

$$
\begin{gather*}
u_{i}(0)=u_{i}, \quad i=1,2,3,  \tag{10}\\
\dot{u}_{1}(t)=u_{1}(t)+\sum_{i=1}^{3} \int_{0}^{T} k_{1 i}(t, s) u_{i}(s) d \mu(s), \quad t \in[0, T], \\
\dot{u}_{3}(t)=u_{2}(t)+\sum_{i=1}^{3} \int_{0}^{T} k_{2 i}(t, s) u_{i}(s) d \mu(s), \quad t \in[0, T],  \tag{11}\\
0=u_{3}(t)+\sum_{i=1}^{3} \int_{0}^{T} k_{3 i}(t, s) u_{i}(s) d \mu(s), \quad t \in[0, T],
\end{gather*}
$$

close in the form to that of (5)-(7). Arguing as in Section 2, we infer

$$
\begin{gathered}
L=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right), \quad M=I, \quad(\mu L-M)^{-1}=\left(\begin{array}{ccc}
\frac{1}{\mu-1} & 0 & 0 \\
0 & -1 & -\mu \\
0 & 0 & -1
\end{array}\right), \\
R_{\mu}^{L}(M)=\left(\begin{array}{ccc}
\frac{1}{\mu-1} & 0 & 0 \\
0 & 0 & -1 \\
0 & 0 & 0
\end{array}\right), \quad\left(R_{\mu}^{L}(M)\right)^{2}=\left(L_{\mu}^{L}(M)\right)^{2}=\left(\begin{array}{ccc}
\frac{1}{(\mu-1)^{2}} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \\
\left(R_{\mu}^{L}(M)\right)^{2}(\mu L-M)^{-1}=M(\mu L-M)^{-1}\left(L_{\mu}^{L}(M)\right)^{2}=\left(\begin{array}{ccc}
\frac{1}{(\mu-1)^{3}} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
\end{gathered}
$$

Hence, the operator $I$ is strongly $(L, 1)$-radial with the constants $a=1, K=1$, $K(T)=e^{T}$ and $\mathfrak{U}^{0}=\mathfrak{V}^{0}=\{0\} \times \mathbb{R} \times \mathbb{R}, \mathfrak{U}^{1}=\mathfrak{V}^{1}=\mathbb{R} \times\{0\} \times\{0\}, L_{1}^{-1}=I$, $C_{1}=h_{0}=h_{1}=1$.

Statement 1. Assume that $u_{i 0} \in \mathbb{R}, i=1,2,3, \mu:[0, T] \rightarrow \mathbb{R}$ is a function of bounded variation, $k_{i j} \in C^{2,0}([0, T] \times[0, T] ; \mathbb{R}), i, j=1,2,3, k(0, s) \equiv 0, \frac{\partial k}{\partial t}(0, s) \equiv 0$ for $s \in[0, T]$, and

$$
V_{0}^{T}(\mu) \sum_{n=0}^{2} \max _{t, s \in[0, T]} \max _{i, j=1,2,3}\left|\frac{\partial^{n} k_{i j}}{\partial t^{n}}(t, s)\right|<1 .
$$

Then there exists a unique solution $u_{1}, u_{2}, u_{3} \in C^{1}([0, T] ; \mathbb{R})$ to (10), (11).
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# THE PSEUDOVOLUME OF A HYPERBOLIC TETRAHEDRON 

E. S. Kudina and A. D. Mednykh


#### Abstract

Studying the properties of hyperbolic tetrahedra in the three-dimensional Lobachevsky space, we compare two concepts characterizing them: the volume and the pseudovolume defined as the square root of the absolute value of the Gram determinant formed by the edge lengths. In 1877 d'Ovidio conjectured that these two concepts for hyperbolic tetrahedra coincide up to a natural normalization constant. Later the conjuncture turned out false; nevertheless, the asymptotic equality holds for infinitesimal tetrahedra. The classical theorem of Servois asserts that the volume of every Euclidean tetrahedron equals one sixth the product of lengths of two skew edges by the distance and the sine of the angle between them. We show that this theorem remains valid for the pseudovolumes of hyperbolic tetrahedra, but fails for their non-Euclidean volumes. As a corollary, we find a similar situation for Steiner's theorem on the conservation of the Euclidean volume of a tetrahedron under parallel translations of its edges.


Keywords: hyperbolic space, volume, pseudovolume, Servois's theorem, Steinitz's theorem, Gram matrix

## 1. Introduction

To calculate the volume of a polyhedron is the classical problem known since Euclid's time and still remaining worthy of interest. The reason is largely that the volume of a three-dimensional manifold is an important geometric invariant. In this article we consider tetrahedra in hyperbolic space. We compare the volume and the pseudovolume of a hyperbolic tetrahedron in the three-dimensional Lobachevsky space. In 1877 the Italian Enrico d'Ovidio conjectured that these two concepts coincide up to a constant. However, it was shown later that they differ, while the asymptotic equality holds only for infinitesimal tetrahedra.

By the classical theorem of Servois [1, p. 98], the volume of every Euclidean tetrahedron equals one sixth the product of the length of its skew edges by the distance and the sine of the angle between them. An important corollary is Steiner's theorem [1, p. 99] asserting that the volume of every Euclidean tetrahedron is preserved under parallel translations of its edge along the line which includes it. This article presents a proof of Servois's theorem for the pseudovolume of hyperbolic tetrahedra and constructs an example demonstrating that the theorem fails for the volume. As a corollary of Servois's theorem for hyperbolic pseudovolume, we obtain Steiner's theorem for the pseudovolume of a hyperbolic tetrahedron.

[^1]
## 2. Preliminaries

As the model of the hyperbolic geometry $\mathbb{H}^{3}$, consider the upper half-space $R^{3}=$ $\{(x, y, t), x, y, t \in \mathbb{R}, t>0\}$ endowed with the metric $d s^{2}=\left(d x^{2}+d y^{2}+d t^{2}\right) / t^{2}$. For all necessary formulas of non-Euclidean geometry, see [2]. We need the following well-known properties.

Theorem 2.1. The geodesics in $\mathbb{H}^{3}$ are the half-lines and half-circles orthogonal to the $x y$ plane.

Theorem 2.2. The group of orientation-preserving isometries of the Lobachevsky space $\mathbb{H}^{3}$ coincides with $\operatorname{PSL}(2, \mathbb{C})$ consisting of the Möbius transformations of the form $z \rightarrow \frac{a z+b}{c z+d}$, where $a, b, c, d \in \mathbb{C}$ with $a d-b c=1$. The action of these mappings extends to $\mathbb{H}^{3}$ according to Poincaré's formula

$$
\begin{equation*}
z+t j \rightarrow[a(z+t j)+b][c(z+t j)+d]^{-1} \tag{1}
\end{equation*}
$$

where $j$ with $j^{2}=-1$ is the unit quaternion, $z=x+y i$, while $z+t j$ are identified with the points $(x, y, t)$ of $\mathbb{H}^{3}$.

Theorem 2.3. The distance function $\rho$ on $\mathbb{H}^{3}$ satisfies

$$
\begin{equation*}
\cosh \rho\left(z_{1}+t_{1} j, z_{2}+t_{2} j\right)=1+\frac{\left|z_{1}-z_{2}\right|^{2}+\left|t_{1}-t_{2}\right|^{2}}{2 t_{1} t_{2}} \tag{2}
\end{equation*}
$$

Theorem 2.4. The differential of the volume of a tetrahedron in the hyperbolic space $\mathbb{H}^{3}$ satisfies Schläfli's formula

$$
\begin{equation*}
d V=-\frac{1}{2} \sum_{k} l_{k} d \theta_{k} \tag{3}
\end{equation*}
$$

where $l_{k}$ and $\theta_{k}$ are the length of the edge $k$ and the dihedral angle along the edge.

## 3. The Main Results

We start with the following preliminary result.
Lemma 3.1. Given four distinct points $z_{1}, z_{2}, z_{3}$, and $z_{4}$ on the extended complex plane, there exists a Möbius transformation carrying them to the points $-R, R,-\frac{e^{i \varphi}}{R}$, and $\frac{e^{i \varphi}}{R}$, where $R>0$ and $\varphi$ is some real number.

Proof. Consider the mapping

$$
T(z)=\frac{z-z_{1}}{z-z_{2}}: \frac{z_{3}-z_{1}}{z_{3}-z_{2}}
$$

and denote the cross-ratio of $z_{1}, z_{2}, z_{3}$, and $z_{4}$ by $Q=T\left(z_{4}\right)$. Then $T(z)$ sends $z_{1}$, $z_{2}, z_{3}$, and $z_{4}$ to $0, \infty, 1$, and $Q$.

Let us find a Möbius mapping $L$ carrying $0, \infty, 1$, and $Q$ to $-k, \frac{1}{k}, k$, and $-\frac{1}{k}$ for some complex number $k$.

The appropriate cross-ratios yield

$$
\begin{equation*}
Q=\left(\frac{1}{2}\left(k+\frac{1}{k}\right)\right)^{2} \tag{4}
\end{equation*}
$$

Solving the resulting equation for $k$, we find one of its roots. The remaining three roots are $-k,-\frac{1}{k}$ and $\frac{1}{k}$. We can verify directly that the Möbius mapping

$$
\begin{equation*}
L(z)=\frac{-2 k z+k\left(1+k^{2}\right)}{2 k^{2} z-\left(1+k^{2}\right)} \tag{5}
\end{equation*}
$$

has the required properties.

Put $k=R e^{i \psi}$. Then the mapping $z \rightarrow e^{-i \psi} z$ carries $-k, k,-\frac{1}{k}$, and $\frac{1}{k}$ to $-R$, $R,-\frac{1}{R e^{2 i \psi}}$, and $\frac{1}{R e^{2 i \psi}}$. Therefore, the mapping $e^{-i \psi} \circ L \circ T$ carries $z_{1}, z_{2}, z_{3}$, and $z_{4}$ to $-R, R,-\frac{1}{R e^{2 i \psi}}, \frac{1}{R e^{2 i \psi}}$. Putting $\varphi=-2 \psi$, we obtain the result.

## 4. Non-Euclidean Versions of Servois's and Steiner's Theorems

In order to obtain these theorems, we have to express the Gram determinant of a hyperbolic tetrahedron in terms of the lengths of its skew edges, as well as the distance and angle between them. To use the most convenient method, realize a hyperbolic tetrahedron in the upper half-space $\mathbb{H}^{3}=\{(x, y, t), x, y, t \in \mathbb{R}, t>0\}$ so that the common perpendicular to the skew edges coincides with the vertical axis $O t$.


Fig. 1. A hyperbolic tetrahedron $A B C D$

Consider an arbitrary hyperbolic tetrahedron $A B C D$. Extend the side $A B$ from $A$ to a vertex $A^{\prime}$ lying on the absolute and from $B$ to a vertex $B^{\prime}$ also lying on the absolute. Similarly extend the side $C D$ from $C$ to $C^{\prime}$ and from $D$ to $D^{\prime}$. Applying if need be the Möbius mapping of Lemma 3.1, without loss of generality we may assume that $A^{\prime}=-R, B^{\prime}=R, C^{\prime}=-\frac{e^{i \varphi}}{R}$, and $D^{\prime}=\frac{e^{i \varphi}}{R}$.

Denote by $O$ the origin of the Cartesian coordinate system Oxyt and by $\varphi_{A}$, the angle formed by the rays $O A$ and $O A^{\prime}$. Similarly, introduce $\varphi_{B}, \varphi_{C}$, and $\varphi_{D}$ for the corresponding angles $O B B^{\prime}, O C C^{\prime}$, and $O D D^{\prime}$.

Then we can define the vertices of the tetrahedron using Cartesian coordinates:

$$
\begin{gathered}
A=\left(R \cos \varphi_{A}, 0, R \sin \varphi_{A}\right), \quad B=\left(R \cos \varphi_{B}, 0, R \sin \varphi_{B}\right), \\
C=\left(\frac{1}{R} \cos \varphi_{C} \cos \varphi, \frac{1}{R} \cos \varphi_{C} \sin \varphi, \frac{1}{R} \sin \varphi_{C}\right), \\
D=\left(\frac{1}{R} \cos \varphi_{D} \cos \varphi, \frac{1}{R} \cos \varphi_{D} \sin \varphi, \frac{1}{R} \sin \varphi_{D}\right) .
\end{gathered}
$$

Calculate the hyperbolic distance between the vertices using (2) (see Theorem 2.3):

$$
\begin{aligned}
& \cosh \rho(A, B)=\frac{1-\cos \varphi_{A} \cos \varphi_{B}}{\sin \varphi_{A} \sin \varphi_{B}}, \quad \cosh \rho(C, D)=\frac{1-\cos \varphi_{C} \cos \varphi_{D}}{\sin \varphi_{C} \sin \varphi_{D}} \\
& \cosh \rho(A, C)=\frac{R^{2}+R^{-2}-2 \cos \varphi \cos \varphi_{A} \cos \varphi_{C}}{2 \sin \varphi_{A} \sin \varphi_{C}} \\
& \cosh \rho(B, C)=\frac{R^{2}+R^{-2}-2 \cos \varphi \cos \varphi_{B} \cos \varphi_{C}}{2 \sin \varphi_{B} \sin \varphi_{C}} \\
& \cosh \rho(A, D)=\frac{R^{2}+R^{-2}-2 \cos \varphi \cos \varphi_{A} \cos \varphi_{D}}{2 \sin \varphi_{A} \sin \varphi_{D}} \\
& \cosh \rho(B, D)=\frac{R^{2}+R^{-2}-2 \cos \varphi \cos \varphi_{B} \cos \varphi_{D}}{2 \sin \varphi_{B} \sin \varphi_{D}}
\end{aligned}
$$

The Gram matrix of this tetrahedron is

$$
G=\left(\begin{array}{cccc}
-1 & -\cosh \rho(A, B) & -\cosh \rho(A, C) & -\cosh \rho(A, D) \\
-\cosh \rho(A, B) & -1 & -\cosh \rho(B, C) & -\cosh \rho(B, D) \\
-\cosh \rho(A, C) & -\cosh \rho(B, C) & -1 & -\cosh \rho(C, D) \\
-\cosh \rho(A, D) & -\cosh \rho(B, D) & -\cosh \rho(C, D) & -1
\end{array}\right) .
$$

Taking the determinant of $G$, we find

$$
\begin{equation*}
\operatorname{det}(G)=-\frac{\sin ^{2} \varphi\left(R^{4}-1\right)^{2}\left(\cos \varphi_{A}-\cos \varphi_{B}\right)^{2}\left(\cos \varphi_{C}-\cos \varphi_{D}\right)^{2}}{4 R^{4} \sin ^{2} \varphi_{A} \sin ^{2} \varphi_{B} \sin ^{2} \varphi_{C} \sin ^{2} \varphi_{D}} \tag{6}
\end{equation*}
$$

The formula $\sinh ^{2} z=\cosh ^{2} z-1$ yields

$$
\begin{aligned}
& \sinh \rho(A, B)=\frac{\cos \varphi_{A}-\cos \varphi_{B}}{\sin \varphi_{A} \sin \varphi_{B}} \\
& \sinh \rho(C, D)=\frac{\cos \varphi_{C}-\cos \varphi_{D}}{\sin \varphi_{C} \sin \varphi_{D}}
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\operatorname{det}(G)=-\frac{\left(R^{4}-1\right)^{2}}{4 R^{4}} \sin ^{2} \varphi \sinh ^{2} \rho(A, B) \sinh ^{2} \rho(C, D) \tag{7}
\end{equation*}
$$

Since $R=e^{\frac{\rho}{2}}$, it follows that $\frac{R^{4}-1}{2 R^{2}}=\sinh \rho$. Then (7) becomes

$$
\begin{equation*}
\operatorname{det}(G)=-\sinh ^{2} \rho \sin ^{2} \varphi \sinh ^{2} \rho(A, B) \sinh ^{2} \rho(C, D) \tag{8}
\end{equation*}
$$

Note that formulas equivalent to (8), although expressed in slightly different geometric terms and proved by completely different technique, were obtained in Fenchel's book [3, p. 169, Eq. (24)] and in the unpublished manuscript of McConnell [4].

Recall that we can calculate the pseudovolume of the hyperbolic tetrahedron in terms of the Gram matrix as $\widetilde{V}=\sqrt{-\operatorname{det}(G)}$. Various authors call this quantity the amplitude, content, polar sine, and so on. Inserting this expression into (8) yields the following analog of Servois's formula for the hyperbolic tetrahedron.

Theorem 4.1. The pseudovolume $\widetilde{V}$ of a hyperbolic tetrahedron, the lengths of its opposite edges $\rho(A, B)$ and $\rho(C, D)$, as well as the angle $\varphi$ and distance $\rho$ between these edges are related as

$$
\begin{equation*}
\tilde{V}=\sinh \rho \sin \varphi \sinh \rho(A, B) \sinh \rho(C, D) \tag{9}
\end{equation*}
$$

As a corollary to (9), we obtain Steiner's theorem for the hyperbolic tetrahedron.
Theorem 4.2. The pseudovolume of a hyperbolic tetrahedron is preserved when its opposite edges move retaining their lengths along the lines that include them.

## 5. A Counterexample to Steiner's Theorem

Consider a hyperbolic tetrahedron $O A B C$ with three pairwise orthogonal sides meeting at the vertex $O$. Go from $O$ along three pairwise orthogonal geodesics on its edges, which we agree to call the coordinate axes $O x, O y$, and $O z$. Assume that the vertices $A, B$, and $C$ lie on the corresponding coordinate axes.

Denote by $\cosh x, \cosh y$, and $\cosh z$ the hyperbolic cosines of the lengths of the side lying on the corresponding coordinate axes $O x, O y$, and $O z$. For convenience, denote the so-constructed tetrahedron (Fig. 2) by $T(x, y, z)$.


Fig. 2. A hyperbolic tetrahedron $O A B C$ with three pairwise orthogonal sides

Pythagoras's theorem for the hyperbolic right triangles $O B C, O A C$, and $O A B$ yields

$$
\begin{equation*}
\cosh a=\cosh y \cosh z, \quad \cosh b=\cosh x \cosh z, \quad \cosh c=\cosh x \cosh y \tag{10}
\end{equation*}
$$

The dihedral angles $\alpha, \beta$, and $\gamma$ along the edges $B C, A C$, and $A B$ of lengths $a$, $b$, and $c$ satisfy [5, p. 130]

$$
\begin{align*}
& \cot ^{2} \alpha=\frac{(\cosh a \cosh c-\cosh b)(\cosh a \cosh b-\cosh c)}{\left(\cosh ^{2} a-1\right)(\cosh b \cosh c-\cosh a)}, \\
& \cot ^{2} \beta=\frac{(\cosh b \cosh c-\cosh a)(\cosh a \cosh b-\cosh c)}{\left(\cosh ^{2} b-1\right)(\cosh a \cosh c-\cosh b)},  \tag{11}\\
& \cot ^{2} \gamma=\frac{\left(\cosh b \cosh ^{2}-\cosh a\right)(\cosh a \cosh c-\cosh b)}{\left(\cosh ^{2} c-1\right)(\cosh a \cosh b-\cosh c)} .
\end{align*}
$$

REmark. In the notation of [5], we have $\frac{A}{2}=\alpha, \frac{B}{2}=\beta$, and $\frac{C}{2}=\gamma$.
Construct the desired counterexample as follows. Put $x=y=z=u$ and consider the tetrahedron $T_{1}=T(u, u, u)$ (Fig. 3). On the axis $O y$ choose two points $D$ and $D^{\prime}$ symmetric with respect to the plane $O A C$ and lying at the distance $\frac{u}{2}$ from $O$. Denote this tetrahedron $A C D D^{\prime}$ by $T_{2}$ (Fig. 4). Then $T_{1}$ and $T_{2}$ share the edge $A C$ of length $b$, with the opposite edges $O B$ and $D D^{\prime}$ of length $u$. Observe that we obtain $D D^{\prime}$ from the edge $O B$ by a parallel translation along the $O y$ axis. Therefore, the tetrahedra $T_{1}$ and $T_{2}$ satisfy the conditions of Steiner's theorem. Our goal is to show that they have different hyperbolic volumes.

The proof rests on the two lemmas:


Fig. 3. The tetrahedron $T_{1}$


Fig. 4. The tetrahedron $T_{2}$

Lemma 5.1. The hyperbolic volume $\operatorname{Vol}\left(T_{1}\right)$ satisfies

$$
\begin{equation*}
\operatorname{Vol}\left(T_{1}\right)=\int_{1}^{\cosh u} f(t) d t \tag{12}
\end{equation*}
$$

where

$$
f(t)=\frac{3 \cosh ^{-1}\left(t^{2}\right)}{2 \sqrt{1+t^{2}}\left(1+2 t^{2}\right)}
$$

Lemma 5.2. The hyperbolic volume $T_{2}$ satisfies

$$
\begin{equation*}
\operatorname{Vol}\left(T_{2}\right)=2 \int_{1}^{\cosh u} g(t) d t \tag{13}
\end{equation*}
$$

where

$$
g(t)=\frac{\cosh ^{-1}\left(\frac{t \sqrt{1+t}}{\sqrt{2}}\right)(2+t)}{2\left(1+t+t^{2}\right) \sqrt{2+2 t+t^{2}}}+\frac{\cosh ^{-1}\left(t^{2}\right)(1-t)}{4\left(1+t+t^{2}\right) \sqrt{1+t^{2}}} .
$$

Proof of Lemma 5.1. Consider the first tetrahedron $T_{1}=T(u, u, u)$ and put $t=\cosh u$. Then $\cosh \frac{u}{2}=\sqrt{\frac{1+t}{2}}$. Find the differentials of the angles $\alpha, \beta$, and $\gamma$. By (11),

$$
\alpha=\beta=\gamma=\cosh ^{-1} \frac{t}{\sqrt{1+t^{2}}}
$$

whence

$$
\begin{equation*}
d(\alpha)=d(\beta)=d(\gamma)=-\frac{d t}{\left(1+2 t^{2}\right) \sqrt{1+t^{2}}} \tag{14}
\end{equation*}
$$

Calculate the lengths of the corresponding sides $l_{\alpha}=a, l_{\beta}=b$, and $l_{\gamma}=c$ :

$$
\begin{equation*}
-\frac{l_{\alpha}}{2}=-\frac{l_{\beta}}{2}=-\frac{l_{\gamma}}{2}=-\frac{1}{2} \cosh ^{-1}\left(t^{2}\right) . \tag{15}
\end{equation*}
$$

Inserting (14) and (15) into Schläfli's formula (3), we obtain the claim.
Proof of Lemma 5.2. The second tetrahedron $T_{2}$ consists of two mirror copies of the tetrahedron $T_{2}^{\prime}=T\left(u, \frac{u}{2}, u\right)$.

Find the differentials of the angles $\alpha, \beta$, and $\gamma$ of $T_{2}^{\prime}$. By (11),

$$
\alpha=\gamma=\cosh ^{-1} \frac{t}{\sqrt{2+2 t+t^{2}}}, \quad \beta=\cosh ^{-1} \frac{1+t}{\sqrt{1+t^{2}}},
$$

whence

$$
\begin{gather*}
d(\alpha)=-\frac{2+t}{2\left(1+t+t^{2}\right) \sqrt{2+2 t+t^{2}}} d t, \\
d(\beta)=\frac{t-1}{2\left(1+t+t^{2}\right) \sqrt{1+t^{2}}} d t,  \tag{16}\\
d(\gamma)=-\frac{2+t}{2\left(1+t+t^{2}\right) \sqrt{2+2 t+t^{2}}} d t .
\end{gather*}
$$

Calculate the lengths of the corresponding sides:

$$
\begin{gather*}
-\frac{l_{\alpha}}{2}=-\frac{1}{2} \cosh ^{-1}\left(t \sqrt{\frac{1+t}{2}}\right), \quad-\frac{l_{\beta}}{2}=-\frac{1}{2} \cosh ^{-1}\left(t^{2}\right) \\
-\frac{l_{\gamma}}{2}=-\frac{1}{2} \cosh ^{-1}\left(t \sqrt{\frac{1+t}{2}}\right) \tag{17}
\end{gather*}
$$

Schläfli's formula yields

$$
d \operatorname{Vol}\left(T_{2}^{\prime}\right)=-\frac{l_{\alpha}}{2} d \alpha-\frac{l_{\beta}}{2} d \beta-\frac{l_{\gamma}}{2} d \gamma=g(t) d t
$$

where $g(t)$ is the same as in the statement of Lemma 5.2. Hence, the obvious equality $\operatorname{Vol}\left(T_{2}\right)=2 \operatorname{Vol}\left(T_{2}^{\prime}\right)$ leads to (13).

It is not difficult to see that the functions defined by the integrals (12) and (13) are distinct. Thus, Steiner's theorem fails for the hyperbolic volumes of tetrahedra.
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# REGULAR POLYGONS AND POLYHEDRA OVER FINITE FIELDS 

## T. M. Lavshuk


#### Abstract

We establish necessary and sufficient conditions for the existence of regular polygons and polyhedra over finite fields of prescribed characteristic.


Keywords: regular polygon, regular polyhedron over finite field

## 1. Introduction

This article addresses the realization of regular polygons and regular polyhedra over the finite field $F_{p}$, the prime field of characteristic $p$. A regular polygon over $F_{p}$ is visually quite different from any ordinary one in the plane over $\mathbb{R}$. Only knowing the rules for constructing this object and conditions for its existence over $F_{p}$ enable us to chart further studies concerned with not just polygons. The problem of polygon construction is important in the theory of Riemann surfaces, to construct which we identify the edges of a fundamental polygon. To this end, we need to realize polygons in the Euclidean, hyperbolic, or spherical geometries. A similar problem arises in the three-dimensional case while constructing manifolds. A more general statement of the question is to study Riemann surfaces and manifolds over finite fields.

## 2. Regular Polygons over $\boldsymbol{F}_{\boldsymbol{p}}$ and Their Realizations

Define a regular polygon ( $n$-gon) over $F_{p}$ using the concept of regular order $n$ star. Use Coxeter's method for constructing its vertices [1], that is, rotate an original vertex through the angle $\frac{2 \pi}{n}$. In the case of a finite field replace the rotation by the reflection of points about a line.

Definition. If the tuple $\left[l_{0}, l_{1}, \ldots, l_{n-1}\right]$ of lines is a regular order $n$ star with the point $O$ of common intersection then the set, obtained by this method, of $n$ points (which we call the vertices) with the condition that the squared distances between the adjacent points are congruent modulo $p$ and the lines (which we call the edges) passing through these points is called a regular polygon over the finite field $F_{p}$.

Let us determine the values of $p$ allowing realization of a regular triangle over $F_{p}$ using the theorem on the existence of order 3 star (see [2]).

Theorem (order 3 star). A regular order 3 star exists only when 3 is a nonzero square.

For a proof, see [2]. Let us establish, using a different approach, a necessary and sufficient condition for the existence of a regular triangle over $F_{p}$.

[^2](c) 2015 Lavshuk T. M.

Theorem 2.1. A regular triangle over $F_{p}$ exists if and only if 3 is a nonzero square.

Proof. Consider three noncollinear vectors $\overrightarrow{O A}, \overrightarrow{O B}$, and $\overrightarrow{O C}$ in a plane as in Fig. $1(a)$, where $O$ is the barycenter of the points $A, B$, and $C$. Construct a regular triangle over $\mathbb{R}$. Without loss of generality, assume that the coordinates of $O$ are $(0 ; 0)$. The endpoints of the specified vectors and the lines passing through them form the regular triangle $A B C$ (Fig. 1(b)).


Fig. 1. Construction of the regular triangle $A B C$
It is clear that

$$
|\overrightarrow{O A}|^{2}=|\overrightarrow{O B}|^{2}=|\overrightarrow{O C}|^{2}, \quad \angle A O B=\angle B O C=\angle A O C
$$

This also holds over $F_{p}$ when we understand the equality of angles as the equality of the corresponding inner products. Consequently,

$$
\overrightarrow{O A} \cdot \overrightarrow{O B}=\overrightarrow{O B} \cdot \overrightarrow{O C}=\overrightarrow{O A} \cdot \overrightarrow{O C}
$$

The above leads to the system

$$
\left\{\begin{array}{l}
(\overrightarrow{O A})^{2}=(\overrightarrow{O B})^{2}=(\overrightarrow{O C})^{2}  \tag{1}\\
\overrightarrow{O A} \cdot \overrightarrow{O B}=\overrightarrow{O B} \cdot \overrightarrow{O C}=\overrightarrow{O A} \cdot \overrightarrow{O C} \\
\overrightarrow{O A}+\overrightarrow{O B}+\overrightarrow{O C}=0
\end{array}\right.
$$

It is equivalent to the system

$$
\left\{\begin{array}{l}
(\overrightarrow{O A})^{2}=(\overrightarrow{O B})^{2}  \tag{2}\\
\overrightarrow{O A} \cdot \overrightarrow{O B}=-\frac{1}{2}(\overrightarrow{O A})^{2}
\end{array}\right.
$$

If the vectors $\overrightarrow{O A}$ and $\overrightarrow{O B}$ have coordinates $(x, y)$ and $(s, t)$ then we can express (2) as

$$
\left\{\begin{array}{l}
x^{2}+y^{2}=s^{2}+t^{2}  \tag{3}\\
x s+y t=-\frac{1}{2}\left(x^{2}+y^{2}\right)
\end{array}\right.
$$

Solving (3), we express $x$ and $y$ in terms of $s$ and $t$ :

$$
\left[\begin{array}{l}
\left\{\begin{array}{l}
x=\frac{1}{2}(-s-\sqrt{3} t) \\
y=\frac{1}{2}(\sqrt{3} s-t)
\end{array}\right.  \tag{4}\\
\left\{\begin{array}{l}
x=\frac{1}{2}(-s+\sqrt{3} t) \\
y=\frac{1}{2}(-\sqrt{3} s-t)
\end{array}\right.
\end{array}\right.
$$

To realize a regular triangle $A B C$ over $F_{p}$, the coordinates of each of its vertices must exist. According to (4), for this condition to hold, we need $\sqrt{3}$ in $F_{p}$. We can
always define $s$ and $t$ as elements of $F_{p}$. Consequently, we choose $p$ so that 3 is a nonzero square. Considering then that two noncollinear vectors constitute a basis for a plane, we conclude that for each suitable $p$ at least one regular triangle over $F_{p}$ exists.

We can make similar conclusions for regular pentagons over $F_{p}$ and regular heptagons over $F_{p}$ by the following theorem [2].

Theorem (order 5 star). A regular order 5 star exists only when there exists a nonzero number $r$ satisfying the conditions (i) $r^{2}=5$ and (ii) $2(5-r)$ is a square.

Theorem (order 7 star). A regular order 7 star exists only when there exists a nonzero number $s$ such that $7-56 s+112 s^{2}-64 s^{3}=0$ and $s(1-s)$ is a square.

It is difficult to recognize regular polygons over $F_{p}$ visually. For example, take a regular triangle over $F_{p}$ and inspect its construction.

Take the vertices $A\left(-\frac{1}{2} ; \frac{\sqrt{3}}{2}\right), B\left(-\frac{1}{2} ;-\frac{\sqrt{3}}{2}\right)$, and $C(1 ; 0)$ of a regular triangle over $\mathbb{R}$. According to Theorem 2.1 and the results of [3], choose as the characteristic $p$ the sequence $A 038874$, that is, the primes congruent to $\{1,2,3,11\}$ modulo 12. Assuming that $p=11$ and recalculating the coordinates of the vertices of the specified triangle in $F_{11}$, we obtain $A(5 ; 3), B(5 ; 8)$, and $C(1 ; 0)$.

Now write down the equations of the lines passing through the adjacent vertices:

$$
\begin{array}{ll}
A B: & x=5, \\
A C: & 8 x+4 y+3=0, \\
B C: & 3 x+4 y+8=0 . \tag{7}
\end{array}
$$

Find all points satisfying (5)-(7) and, together with $A, B$, and $C$, mark them in the lattice $F_{11}^{2}$.


Fig. 2. A regular $\triangle A B C$ over $F_{11}$
The field $F_{p}$ lacks any order relation; therefore, for the lines determined by equations of the form $x=a$ or $y=b$ mark all lattice points satisfying them. For each line it is convenient to choose different labels (Fig. 2). According to the definition of regular $n$-gon over $F_{p}$ (in our case $n=3$ ), we should verify that the squared side lengths of $\triangle A B C$ are congruent modulo 11 . Using the definition of distance between points, we obtain

$$
|A B|^{2} \equiv|A C|^{2} \equiv|B C|^{2} \equiv 3 \quad(\bmod 11)
$$



Fig. 3. A regular hexagon over $F_{11}$
Thus, a regular triangle over $F_{11}$ is realized.
Similarly we realize other regular polygons over $F_{p}$. Fig. 3 shows the result of this realization of a regular hexagon over $F_{11}$.

## 3. Regular Polyhedra in $\boldsymbol{F}_{\boldsymbol{p}}^{\mathbf{3}}$ and Their Realizations

In this section we establish a criterion for the existence of regular polyhedra in $F_{p}^{3}$, which is the three-dimensional vector space over $F_{p}$. We also propose a visualization for the corresponding objects.

### 3.1. Regular tetrahedra in $\boldsymbol{F}_{\boldsymbol{p}}^{\mathbf{3}}$.

Definition. Refer as a regular tetrahedron in $F_{p}^{3}$ to a set consisting of four regular triangles defined over $F_{p}$ and meeting pairwise along common edges.

Let us find out for which $p$ a regular tetrahedron in $F_{p}^{3}$ can be realized.
Theorem 3.1.1. A regular tetrahedron is realized over every finite field $F_{p}$.
Proof. Our goal is to show that for each prime $p$ at least one regular tetrahedron in $F_{p}^{3}$ exists.

Take three basis vectors $\overrightarrow{O A}, \overrightarrow{O B}$, and $\overrightarrow{O C}$ of length 1 in the three-dimensional space. To obtain a regular tetrahedron $A B C D$ over $\mathbb{R}$, joining the endpoints $A, B$, and $C$ firstly to each other by lines, we obtain a regular triangle $A B C$. Then join them to the point $D$ with coordinates $(t, t, t)$ as shown in Fig. 4.

Impose the equalities

$$
|A B|^{2}=|B C|^{2}=|A C|^{2}=|A D|^{2}=|B D|^{2}=|C D|^{2}
$$

The definition of distance between points yields

$$
|A B|^{2}=|B C|^{2}=|A C|^{2}=2, \quad|A D|^{2}=|B D|^{2}=|C D|^{2}=3 t^{2}-2 t+1
$$

Consequently,

$$
3 t^{2}-2 t+1=2
$$

Solving this equation, we obtain $t=-\frac{1}{3}$ or $t=1$. Then $D$ has coordinates $\left(-\frac{1}{3},-\frac{1}{3},-\frac{1}{3}\right)$ or $(1,1,1)$. To realize a regular tetrahedron in $F_{p}^{3}$, it is necessary


Fig. 4. A regular tetrahedron over $\mathbb{R}$
that the coordinates of all vertices exist. For $A B C D$ they exist in each field $F_{p}$. Therefore, for each $p$ there is always at least one regular tetrahedron realized in $F_{p}^{3}$, as required.

Realize in $F_{p}^{3}$ the regular tetrahedron with vertex coordinates

$$
\begin{aligned}
& A\left(0 ; 0 ; \sqrt{\frac{2}{3}}-\frac{1}{2 \sqrt{6}}\right), \quad B\left(-\frac{1}{2 \sqrt{3}} ;-\frac{1}{2} ;-\frac{1}{2 \sqrt{6}}\right), \\
& C\left(-\frac{1}{2 \sqrt{3}} ; \frac{1}{2} ;-\frac{1}{2 \sqrt{6}}\right), \quad D\left(-\frac{1}{\sqrt{3}} ; 0 ;-\frac{1}{2 \sqrt{6}}\right) .
\end{aligned}
$$

As the characteristic $p$ we can choose the sequence of primes $A 130063$ [3], that is, the primes congruent to 1 or 23 modulo 24 . Assuming that $p=23$ and calculating the vertex coordinates for a regular tetrahedron over $F_{23}$, we obtain $A(0 ; 0 ; 20)$, $B(5 ; 11 ; 1), C(5 ; 12 ; 1)$, and $D(13 ; 0 ; 1)$.

Using the Wolfram Mathematica package, we construct this regular tetrahedron in $F_{23}^{3}$ (see Fig. 5).


Fig. 5. A regular tetrahedron over $\mathbb{R}$

The squared distances between adjacent vertices of the constructed tetrahedron are congruent to 1 modulo 23 . The vertices of each facet of the regular tetrahedron $A B C D$ in $F_{23}^{3}$ lie in one plane, which we check using the coplanarity criterion for three vectors. This applies to all its facets; furthermore, the planes of all facets are distinct. Thus, we have realized $A B C D$ in $F_{23}^{3}$.

### 3.2. Hexahedra in $\boldsymbol{F}_{\boldsymbol{p}}^{\mathbf{3}}$.

Definition. Refer as a hexahedron (cube) in $F_{p}^{3}$ to a set of points and lines forming six squares over $F_{p}$ of which each pair either meet along a common edge and two vertices or are disjoint; furthermore, each vertex belongs to three squares.

Let us prove a theorem on realization of a hexahedron in $F_{p}^{3}$, using which we establish a theorem on realization of other regular polyhedra in $F_{p}^{3}$.

Theorem 3.2.1. A hexahedron is realized over every finite field $F_{p}$.
Proof. Taking three mutually orthogonal unit vectors in space, it is easy to construct a hexahedron over $\mathbb{R}$. The coordinates of their endpoints $A, B, C$, and $O$ are known (Fig. 6). The coordinates of the other points are $A_{1}(1 ; 0 ; 1), B_{1}(1 ; 1 ; 1)$, $C_{1}(0 ; 1 ; 1)$, and $D(1 ; 1 ; 0)$.


Fig. 6. A hexahedron over $\mathbb{R}$
Each of them exists over every finite field $F_{p}$. Consequently, for every $p$ we can always construct at least one hexahedron realized in $F_{p}^{3}$.

Observe that we can prove Theorem 3.1.1 using Theorem 3.2.1: inscribe a regular tetrahedron into a hexahedron. A hexahedron in $F_{p}^{3}$ looks as the usual cube over $\mathbb{R}$.

### 3.3. Octahedra in $\boldsymbol{F}_{\boldsymbol{p}}^{\mathbf{3}}$.

Definition. Refer as an octahedron in $F_{p}^{3}$ to a set of points and lines forming 8 regular triangles over $F_{p}$, each pair of which either meet along a common side and two vertices or are disjoint; furthermore, each vertex belongs to four triangles.

Using Theorem 3.2.1, we establish a similar result for octahedra.
Theorem 3.3.1. An octahedron is realized over every finite field $F_{p}$ for $p>2$.
Proof. Take the hexahedron $O B D C A A_{1} B_{1} C_{1}$ over $\mathbb{R}$ constructed in the proof of Theorem 3.2.1 (see Fig. 6). Inscribe in it an octahedron over $\mathbb{R}$. Its vertices are the midpoints of the facets of the hexahedron, which exist over every field $F_{p}$ for $p>2$. Consequently, an octahedron is realized over every field $F_{p}$ for $p>2$.

Fig. 7 shows a realization in $F_{17}^{3}$ of the octahedron with the vertices

$$
\begin{array}{llll}
A_{1}\left(-\frac{1}{\sqrt{2}} ; 0 ; 0\right), & A_{2}\left(0 ; \frac{1}{\sqrt{2}} ; 0\right), & A_{3}\left(0 ; 0 ;-\frac{1}{\sqrt{2}}\right) \\
A_{4}\left(0 ; 0 ; \frac{1}{\sqrt{2}}\right), & A_{5}\left(0 ;-\frac{1}{\sqrt{2}} ; 0\right), & A_{6}\left(\frac{1}{\sqrt{2}} ; 0 ; 0\right)
\end{array}
$$



Fig. 7. An octahedron in $F_{17}^{3}$

### 3.4. Dodecahedra in $\boldsymbol{F}_{\boldsymbol{p}}^{\mathbf{3}}$.

Definition. Refer as a dodecahedron in $F_{p}^{3}$ to the set of points and lines forming 12 regular pentagons over $F_{p}$, each pair of which either meet along a common edge and two vertices or are disjoint; furthermore, each vertex belongs to three pentagons.

Theorem 3.4.1. A dodecahedron is realized over the finite field $F_{p}$ for $p \equiv$ $\{0,1,4\}(\bmod 5)$.

Proof. Take the hexahedron over $\mathbb{R}$ with the vertices

$$
\begin{gathered}
A_{1}\left(\frac{1}{2} ;-\frac{1}{2} ; \frac{1}{2}\right), \quad A_{2}\left(\frac{1}{2} ; \frac{1}{2} ; \frac{1}{2}\right), \quad A_{3}\left(-\frac{1}{2} ; \frac{1}{2} ; \frac{1}{2}\right), \quad A_{4}\left(-\frac{1}{2} ;-\frac{1}{2} ; \frac{1}{2}\right), \\
A_{5}\left(\frac{1}{2} ;-\frac{1}{2} ;-\frac{1}{2}\right), \quad A_{6}\left(\frac{1}{2} ; \frac{1}{2} ;-\frac{1}{2}\right), \quad A_{7}\left(-\frac{1}{2} ; \frac{1}{2} ;-\frac{1}{2}\right), \quad A_{8}\left(-\frac{1}{2} ;-\frac{1}{2} ;-\frac{1}{2}\right) .
\end{gathered}
$$

Inscribe it in a dodecahedron. Simple calculations yield the coordinates of its vertices different from the vertices of the hexahedron:

$$
\begin{gathered}
A_{9}\left(\frac{\sqrt{5}-1}{4} ; 0 ; \frac{\sqrt{5}+1}{4}\right), A_{10}\left(\frac{1-\sqrt{5}}{4} ; 0 ; \frac{1+\sqrt{5}}{4}\right), A_{11}\left(0 ; \frac{\sqrt{5}+1}{4} ; \frac{\sqrt{5}-1}{4}\right), \\
A_{12}\left(0 ; \frac{\sqrt{5}+1}{4} ; \frac{1-\sqrt{5}}{4}\right), A_{13}\left(0 ; \frac{-1-\sqrt{5}}{4} ; \frac{\sqrt{5}-1}{4}\right), A_{14}\left(0 ; \frac{-1-\sqrt{5}}{4} ; \frac{1-\sqrt{5}}{4}\right), \\
A_{15}\left(\frac{1-\sqrt{5}}{4} ; 0 ; \frac{-1-\sqrt{5}}{4}\right), A_{16}\left(\frac{\sqrt{5}-1}{4} ; 0 ; \frac{-1-\sqrt{5}}{4}\right), A_{17}\left(\frac{-1-\sqrt{5}}{4} ; \frac{\sqrt{5}-1}{4} ; 0\right), \\
A_{18}\left(\frac{-1-\sqrt{5}}{4} ; \frac{1-\sqrt{5}}{4} ; 0\right), A_{19}\left(\frac{1+\sqrt{5}}{4} ; \frac{\sqrt{5}-1}{4} ; 0\right), A_{20}\left(\frac{1+\sqrt{5}}{4} ; \frac{1-\sqrt{5}}{4} ; 0\right) .
\end{gathered}
$$

To realize a dodecahedron in $F_{p}^{3}$, we need the coordinates of all its vertices to exist in the specified field. The existence of coordinates of the points coinciding with the vertices of the hexahedron follows from Theorem 3.2.1.

For the existence of the remaining vertices, whose coordinates are obtained above, we need 5 to be a square modulo $p$. Consequently, considering that every three noncoplanar vectors constitute a basis for space, for each $p$ defined by the sequence $A 038872$ [3], that is, for each prime congruent to $\{0,1,4\}$ modulo 5 , there is always at least one dodecahedron which is realized in $F_{p}^{3}$.


Fig. 8. A dodecahedron in $F_{11}^{3}$
Fig. 8 shows the realization in $F_{11}^{3}$ of the dodecahedron $A_{1} A_{2} \ldots, A_{20}$ indicated in the proof of Theorem 3.4.1.

### 3.5. Icosahedra in $\boldsymbol{F}_{\boldsymbol{p}}^{\mathbf{3}}$.

Definition. Refer as an icosahedron in $F_{p}^{3}$ to a set of points and lines forming 20 regular triangles over $F_{p}$, each pair of which either meet along a common edge and two vertices or have only one common vertex or are disjoint; furthermore, each vertex belongs to five triangles.


Fig. 9. An icosahedron in $F_{11}^{3}$
The icosahedron and dodecahedron are dual polyhedra. We can inscribe an icosahedron into a dodecahedron so that then the vertices of the icosahedron are the midpoints of the facets of the dodecahedron. Then, excluding the case $p=5$, we can justify the following statement.

Theorem 3.5.1. An icosahedron is realized over the finite field $F_{p}$ for $p>5$ with $p \equiv\{0,1,4\}(\bmod 5)$.

To construct an icosahedron in $F_{p}^{3}$, take the icosahedron $A_{1} A_{2} \cdots A_{12}$ over the field $\mathbb{R}$ with vertex coordinates

$$
\begin{aligned}
& A_{1}\left(\frac{5+3 \sqrt{5}}{20} ; 0 ; \frac{-5-\sqrt{5}}{20}\right), A_{2}\left(\frac{-5-3 \sqrt{5}}{20} ; 0 ; \frac{5+\sqrt{5}}{20}\right), A_{3}\left(\frac{5+\sqrt{5}}{20} ; \frac{-5-3 \sqrt{5}}{20} ; 0\right), \\
& \\
& A_{4}\left(\frac{-5-\sqrt{5}}{20} ; \frac{5+3 \sqrt{5}}{20} ; 0\right), A_{5}\left(0 ; \frac{5+\sqrt{5}}{20} ; \frac{-5-3 \sqrt{5}}{20}\right), A_{6}\left(\frac{5+\sqrt{5}}{20} ; \frac{5+3 \sqrt{5}}{20} ; 0\right), \\
& A_{7}\left(\frac{-5-\sqrt{5}}{20} ; \frac{-5-3 \sqrt{5}}{20} ; 0\right), A_{8}\left(0 ; \frac{-5-\sqrt{5}}{20} ; \frac{5+3 \sqrt{5}}{20}\right), A_{9}\left(0 ; \frac{-5-\sqrt{5}}{20} ; \frac{-5-3 \sqrt{5}}{20}\right), \\
& A_{10}\left(\frac{5+3 \sqrt{5}}{20} ; 0 ; \frac{5+\sqrt{5}}{20}\right), A_{11}\left(\frac{-5-3 \sqrt{5}}{20} ; 0 ; \frac{-5-\sqrt{5}}{20}\right), A_{12}\left(0 ; \frac{5+\sqrt{5}}{20} ; \frac{5+3 \sqrt{5}}{20}\right) .
\end{aligned}
$$

As the characteristic $p$ we can choose the sequence $A 038872$ [3].
Assuming that $p=11$ and calculating the vertex coordinates of an icosahedron over $F_{11}$, we obtain $A_{1}(8 ; 0 ; 10), A_{2}(3 ; 0 ; 1), A_{3}(1 ; 3 ; 0), A_{4}(10 ; 8 ; 0), A_{5}(0 ; 1 ; 3)$, $A_{6}(1 ; 8 ; 0), A_{7}(10 ; 3 ; 0), A_{8}(0 ; 10 ; 8), A_{9}(0 ; 10 ; 3), A_{10}(8 ; 0 ; 1), A_{11}(3 ; 0 ; 10), A_{12}(0 ; 1 ; 8)$.

Using the Wolfram Mathematica package, we construct this icosahedron in $F_{11}^{3}$ (see Fig. 9).

We expect to obtain similar results for semiregular polyhedra.
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# THE EXISTENCE OF A EUCLIDEAN STRUCTURE ON THE FIGURE-EIGHT KNOT WITH A BRIDGE <br> A. D. Mednykh and D. Yu. Sokolova 


#### Abstract

This paper studies the main geometric invariants of the Euclidean conical manifold whose singular set is the figure-eight knot with a bridge and whose support is the three-dimensional sphere. We obtain conditions for the existence of this manifold and calculate its volume and the lengths of its singular geodesics.
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## 1. Introduction

Koebe's classical articles [1] established uniformization theorems for the Riemannian surfaces of a prescribed signature. In the modern language this means that all "good" two-dimensional orbifolds have universal coverings amounting to either the unit disk or the complex plane or the Riemann sphere. From the viewpoint of geometry, the latter is equivalent to the assertion that every "good" two-dimensional orbifold carries either hyperbolic or Euclidean or spherical structure. Recall that an orbifold is "good" whenever it is neither a sphere with one singular point nor a sphere with two singular points of distinct orders. The analog in the threedimensional case, more complicated to state, is called Thurston's geometrization conjecture. It is completely settled by the Russian mathematician Perelman [2-4]; as a particular case, this yielded a solution to the famous Poincaré conjecture.

We can express manifolds and orbifolds with a geometric structure as quotients spaces $X / \Gamma$, where $X$ is one of the known geometries and $\Gamma$ is a discrete group of isometries acting on $X$ with fixed points in general. In low dimensions all possible geometries are known. In particular, in the two-dimensional case $X=\mathbb{S}^{2}, \mathbb{E}^{2}, \mathbb{H}^{2}$, and in the three-dimensional case it is one of eight model geometries of Thurston: $X=\mathbb{S}^{3}, \mathbb{E}^{3}, \mathbb{H}^{3}, \mathbb{S}^{2}+\mathbb{E}^{1}, \mathbb{H}^{2}+\mathbb{E}^{1}, \mathscr{N}$ il, $\mathscr{S}$ ol, $\mathscr{P} \widetilde{\mathscr{S}}(2, \mathbb{R})$.

Assume that $X$ is one of the listed three-dimensional geometries. Then the image of the fixed points of $\Gamma$ under the canonical mapping $X \mapsto X / \Gamma$ is typically a knot, a link, or a knotted graph. Let us illustrate this with one example [5]. Take $X=\mathbb{H}^{3}$ and $\Gamma=\mathbb{F}_{2 n}$, where $n \geq 4$, that is, the Fibonacci group acting on $X$ by isometries. Then $X / \Gamma$ is the three-dimensional sphere, while the image of the fixed-point set of $X$ in $X / \Gamma$ is a figure-eight knot.

But in general the presence of a geometric structure is not necessarily related to discrete groups. This leads to conical manifolds, which we can regard as straightforward generalizations of orbifolds. In turn, in the definition of conical manifold in the

[^3]following section we only need local uniformization using the geometries mentioned above.

The goal of this article is to study Euclidean structures on knots and links. In 1975 Riley discovered [6] examples of hyperbolic structures on some knots and the complements to some links in the three-dimensional sphere. In the spring of 1977 Thurston presented an existence theorem for a Riemannian metric of constant negative curvature on a three-dimensional manifold. In practice it turned out that the complement to each prime knot excluding torus knots and satellite knots admits a hyperbolic structure. Note the following available results. A Euclidean structure on the figure-eight knot $4_{1}$ arises when its conical angle $\alpha$ equals $\frac{2 \pi}{3}$; this is due to Thurston [7]. Mednykh and Rasskazov gave in [8] an explicit construction of the fundamental set for the conical manifold $4_{1}(\alpha)$ in $E^{3}$. This fundamental set amounts to a nonconvex polyhedron with 20 sides whose vertices have integer coordinates. Shmatkov studied in [9] the existence of Euclidean structure on the Whitehead link. The structure of fundamental polyhedron for the trefoil knot with a bridge was worked out in [10] and conditions for the existence of Euclidean structure on the corresponding cone-manifold were found.

In this article we study the main geometric invariants of the Euclidean conemanifold whose singular set is the figure-eight knot with a bridge, and the support is the three-dimensional sphere. We establish conditions for the existence of this manifold and calculate its volume and the lengths of its singular geodesics.

## 2. Preliminaries

A three-dimensional cone-manifold is a metric space obtained from a collection of disjoint 3 -simplices in a space of constant sectional curvature $k$ by an isometric identification of their facets. Furthermore, we assume that the resulting topological space (the support) is a manifold.

This manifold is equipped with a Riemannian metric of constant sectional curvature $k$ on the union of cells of dimension 2 and 3 . In the case $k=0$ say that the corresponding cone-manifold has (or admits) Euclidean structure. Similarly define cone-manifolds with spherical $(k=+1)$ and hyperbolic $(k=-1)$ structures.

The metric structure near each 1-cell is determined by the conical angle, which is the sum of dihedral angles for the edges whose identification produces this cell.

Refer as the singular set of a cone-manifold to the closure of all 1-cells the conical angle around which differs from $2 \pi$.

We should also note that a point in the singular set with conical angle $\alpha$ has a neighborhood isometric to a neighborhood of a point lying on the edge of a wedge with opening angle $\alpha$ whose sides are pairwise identified by way of rotating the three-dimensional space about the edge of the wedge. We can visualize a conical manifold as a three-dimensional manifold with an embedded graph on which the metric is distorted. Furthermore, if we measure the length of an infinitesimal circle around a component of the graph then instead of the standard $2 \pi \varepsilon$ we obtain $\alpha \varepsilon$, where $\alpha$ is the conical angle along the component of the graph.

Let us define the holonomy group of a geometric orbifold. Take a geometric orbifold $\mathscr{O}$ possessing a $(G, X)$-structure [7]. Consider the associated $(G, X)$-manifold $M=\mathscr{O} \backslash \Sigma$, where $\Sigma$ is the singular set of $\mathscr{O}$. Take regions $U_{1}, U_{2}, \ldots$ and mappings $\varphi_{i}: U_{i} \rightarrow X$ determining local coordinate systems on $M$ with transition functions

$$
\gamma_{i j}=\varphi_{i} \circ \varphi_{j}^{-1}: \varphi_{j}\left(U_{i} \cap U_{j}\right) \rightarrow \varphi_{i}\left(U_{i} \cap U_{j}\right)
$$

By the definition of $(G, X)$-manifold, each mapping $\gamma_{i j}$ acts locally as an element of $G$, so that we can consider $\gamma_{i j}$ as a locally constant mapping with values in $G$. The composition with $\varphi_{j}$ yields a locally constant mapping $U_{i} \cap U_{j} \rightarrow G$, which we also denote by $\gamma_{i j}$.

Suppose now that two charts $\left(U_{i}, \varphi_{i}\right)$ and $\left(U_{j}, \varphi_{j}\right)$ cover the same point $x$. Then we can modify the mapping $\varphi_{j}$ (by considering its composition with $\gamma_{i j}$ ) so that it coincides with the mapping $\varphi_{i}$ near $x$. Actually, if the intersection $U_{i} \cap U_{j}$ is connected then these mappings coincide on the whole intersection, so that we obtain a mapping $U_{i} \cap U_{j} \rightarrow X$ extending $\varphi_{i}$. But, in general, attempting in this fashion to extend the coordinate mapping to the entire manifold, we arrive at mismatching values. In order to avoid that, we must pass to the universal covering space.

Choose a basepoint $x_{0} \in M$ and a chart $\left(U_{0}, \varphi_{0}\right)$ covering it. Take the universal covering space $\pi: \widetilde{M} \rightarrow M$ of $M$. Regard $\widetilde{M}$ as the space of homotopy classes of paths in $M$ beginning at $x_{0}$ and consider a path $\alpha$ representing a homotopy class $[\alpha] \in \widetilde{M}$ (so that $\alpha(1)=\pi([\alpha]))$. Subdivide $\alpha$ by the intermediate points

$$
x_{0}=\alpha\left(t_{0}\right), x_{1}=\alpha\left(t_{1}\right), \ldots, x_{n}=\alpha\left(t_{n}\right)
$$

where $t_{0}=0$ and $t_{1}=1$, so that each of the fragments is covered by some chart $\left(U_{i}, \varphi_{i}\right)$. Then, moving along $\alpha$, we modify the next mapping $\varphi_{i}$ to coincide with the (already modified) mapping $\varphi_{i-1}$ in some neighborhood of $x_{i} \in U_{i-1} \cap U_{i}$. Agreeing with each another, these charts constitute the analytic continuation of the mapping $\varphi_{0}$ along this path. The last of the new coordinate mappings is of the form

$$
\psi=\gamma_{01}\left(x_{1}\right) \gamma_{12}\left(x_{2}\right) \ldots \gamma_{n-1, n}\left(x_{n}\right) \varphi_{n}
$$

Fixing a base point and an initial mapping $\varphi_{n}$, define the development mapping $D: \widetilde{M} \rightarrow X$ as the mapping locally specified using the analytic continuation of $\varphi_{0}$ along each path; that is, $D=\varphi_{0}^{\sigma} \circ \pi$ in some neighborhood of $\sigma \in \widetilde{M}$.

When initial conditions (basepoint and initial mapping) change, the image of the development mapping changes under the action of some element of $G$.

If we endow the space with the universal covering $(G, X)$-structure induced by the covering $\pi$ then the development mapping is a local $(G, X)$-homeomorphism between $\widetilde{M}$ and $X$.

Although in the most interesting cases the group $G$ acts on $X$ transitively, this condition is not necessary for the definition of $D$. For instance, if the group $G$ is trivial and the manifold $X$ is closed then the closed $(G, X)$-manifold is precisely a finite covering of $X$ with projection $D$.


Fig. 1. Figure-eight knot with a bridge

Consider now an element $\sigma$ of the fundamental group of $M$. Analytic continuation along the loop $\sigma$ leads to the germ $\varphi_{0}^{\sigma}$, which we can compare with $\varphi_{0}$ since they are both defined in a neighborhood of the basepoint. Denote by $g_{\sigma}$ an element of $G$ with $\varphi_{0}^{\sigma}=$ $g_{\sigma} \varphi_{0}$ and call $g_{\sigma}$ the holonomy of $\sigma$. It is easy to deduce from the definition of development mapping that $D \circ$ $T_{\sigma}=g_{\sigma} \circ D$, where $T_{\sigma}: \tau \rightarrow \sigma \tau$ is the transformation of the covering induced by $\sigma$. Applying this equality to a product of loops, we infer that the mapping $H$ : $\sigma \rightarrow g_{\sigma}$ from $\pi_{1}(M)$ to $G$ is a homomorphism, which we call the holonomy of $M$. Its image is called the holonomy group of $M$. Note that $H$ depends on the choice in constructing $D$ : when $D$ changes, the image of $H$ is conjugated by an element of $G$.

This article studies the cone-manifold $\mathscr{O}=\mathscr{O}(\alpha, \alpha ; \gamma)$ whose support is the three-dimensional sphere $\mathbb{S}^{3}$ and the singular set $\Sigma$ is the figure-eight knot with one bridge, which amounts to the graph in Fig. 1.

We can find the fundamental group $\pi_{1}\left(\mathbb{S}^{3} \backslash \Sigma\right)$ of the complement to the graph using Wirtinger's algorithm. It has two generators. We study the geometric structure on this cone-manifold.

The cone-manifold is a completion of a metric space with incomplete Euclidean metric. The value of conical angle $\alpha$ along the knot component is determined by the completion of the metric space. The latter means that if homeomorphisms $g$ and $h$ carry a neighborhood of a point of a manifold into balls of the form $B^{3}=$ $\left\{x \in \mathbb{R}^{3}:\|x\|<1\right\}$ with the surface area element $d s^{2}=d x^{2}+d y^{2}+d z^{2}$ then the homeomorphism $g \circ h^{-1}$ consists of motions of the Euclidean space. Therefore, it preserves the Euclidean metric. Furthermore, representing the generators of the fundamental group by rotation matrices in the Euclidean space, we obtain conditions for the existence of Euclidean structure on the cone-manifold. To this end, find the holonomy group of this manifold.

Consider the holonomy mapping $\varphi: \pi_{1}\left(\mathbb{S}^{3} \backslash \Sigma\right) \rightarrow \operatorname{Isom}\left(\mathbb{E}^{3}\right)$ carrying the generators $s$ and $t$ of the fundamental group

$$
\pi_{1}\left(\mathbb{S}^{3} \backslash \Sigma\right)=\left\langle s, t: s \ell_{s}=\ell_{s} s\right\rangle, \quad \text { where } \ell_{s}=s t s t^{-1} s^{-1} t s t s^{-1} t^{-1}
$$

of the knot to the linear transformations

$$
\begin{equation*}
\mathscr{S}(x)=\left(x-e_{3}\right) S+e_{3}, \quad \mathscr{T}(x)=\left(x+e_{3}\right) T-e_{3} \tag{1}
\end{equation*}
$$

respectively, where $e_{3}=(0,0,1)$, while $S$ and $T$ are rotation matrices.
Following [9], put $M=\cot \frac{\alpha}{2}$. Then $S$ and $T$ become

$$
\begin{align*}
& S=\frac{1}{M^{2}+1}\left(\begin{array}{ccc}
M^{2}+\cos \theta & \sin \theta & -2 M \sin \frac{\theta}{2} \\
\sin \theta & M^{2}-\cos \theta & 2 M \cos \frac{\theta}{2} \\
2 M \sin \frac{\theta}{2} & -2 M \cos \frac{\theta}{2} & -1+M^{2}
\end{array}\right),  \tag{2}\\
& T=\frac{1}{M^{2}+1}\left(\begin{array}{ccc}
M^{2}+\cos \theta & -\sin \theta & -2 M \sin \frac{\theta}{2} \\
-\sin \theta & M^{2}-\cos \theta & -2 M \cos \frac{\theta}{2} \\
2 M \sin \frac{\theta}{2} & 2 M \cos \frac{\theta}{2} & -1+M^{2}
\end{array}\right), \tag{3}
\end{align*}
$$

where $\theta$ is the angle of relative rotation between the singular components.
Assume furthermore that the holonomy mapping carries the element $\ell_{s}$ into the rotation through angle $\gamma$ about the singular component corresponding to the bridge of the knot.

Refer as the holonomy group of the manifold under study to the group generated by the rotations $\mathscr{S}$ and $\mathscr{T}$ through angle $\alpha$ about the singular component of the fundamental set.

## 3. Structure of the Fundamental Set for the Figure-Eight Knot with a Bridge

Let us construct some fundamental set for the manifold $\mathscr{O}(\alpha, \alpha ; \gamma)$. Consider the collection of disjoint 3 -simplices in the space of constant zero curvature shown in Fig. 2, from which the cone-manifold results by way of isometric identification of facets. The fundamental set is the polyhedron $\mathscr{F}$, with 12 vertices and 20 facets, which we obtain by gluing simplices along common edges $Q_{0} Q_{1}$.

This set can be realized in all geometries: $\mathbb{S}^{3}, \mathbb{H}^{3}$, and $\mathbb{E}^{3}$. Identify the curvilinear facets of $\mathscr{F}$ via isometric transformations $\mathscr{S}$ and $\mathscr{T}$ using the rule

$$
\mathscr{S}: P_{1} P_{0} P_{9} P_{8} P_{7} P_{6} \rightarrow P_{1} P_{2} P_{3} P_{4} P_{5} P_{6}, \quad \mathscr{T}: P_{4} P_{5} P_{6} P_{7} P_{8} P_{9} \rightarrow P_{4} P_{3} P_{2} P_{1} P_{0} P_{9}
$$



Fig. 2. The fundamental icosahedron $\mathscr{F}$

## 4. Realization of the Fundamental

## Set in Euclidean Space

Let us describe some geometric realization of the fundamental set $\mathscr{O}(\alpha, \alpha ; \gamma)$ in the Euclidean space. To this end, express the coordinates of its vertices in terms of certain parameters possessing geometric meaning.

Put $X=\cos \frac{\theta}{2}$ and $Y=\sin \frac{\theta}{2}$, where $\theta$ is the angle of relative rotation between the knot components. Then the fixed-point sets of $\mathscr{S}$ and $\mathscr{T}$ in (1) are the lines

$$
\operatorname{Fix}(\mathscr{S})=(t X, t Y, 1), \quad \operatorname{Fix}(\mathscr{T})=(t X,-t Y,-1), \quad t \in \mathbb{R}
$$



Fig. 3. The rotational axes $\operatorname{Fix}(\mathscr{S})$ and $\operatorname{Fix}(\mathscr{T})$


Fig. 4. The projection of $\mathscr{F}$ to the $O x y$ plane

In the three-dimensional Euclidean space the rotational axes $\operatorname{Fix}(\mathscr{S})$ and $\operatorname{Fix}(\mathscr{T})$ are skew lines perpendicular to the $O z$ axis and with angle $\theta$ between them (Fig. 3).

For the fundamental polyhedron $\mathscr{F}$ (see Fig. 2) the pairs of vertices $P_{1}, P_{6}$ and $P_{4}, P_{9}$ lie respectively on the axes $\operatorname{Fix}(\mathscr{S})$ and $\operatorname{Fix}(\mathscr{T})$.

The figure-eight knot with a bridge has three second-order symmetries. On the fundamental polyhedron they are realized as rotations about the $O x, O y$, and $O z$ axes. In particular, the second-order rotation about the $O x$ axis leaves the fundamental polyhedron invariant. This implies that two vertices of $\mathscr{F}$ lie on the $O x$ axis.

According to Fig. 4, we can represent the coordinates of the vertices of $\mathscr{F}$ as follows:

$$
\begin{gather*}
P_{0}=(x, 0,0), \quad P_{1}=(t X, t Y, 1), \quad P_{2}=(a, b, c), \\
P_{3}=(-a, b,-c), \quad P_{4}=(-t X, t Y,-1), \quad P_{5}=(-x, 0,0), \\
P_{6}=(-t X,-t Y, 1), \quad P_{7}=(-a,-b, c), \quad P_{8}=(a,-b,-c),  \tag{4}\\
P_{9}=(t X,-t Y,-1), \quad Q_{0}=(0,0,1), \quad Q_{1}=(0,0,-1) .
\end{gather*}
$$

Observe that $P_{2}=P_{0} \mathscr{S}=P_{6} \mathscr{T}$. Rearrange this as

$$
\left\{\begin{array}{l}
(a, b, c)=(x, 0,0) \mathscr{S}  \tag{5}\\
(x, 0,0) \mathscr{S}=(-t X,-t Y, 1) \mathscr{T}
\end{array}\right.
$$

Solving the second equation of this system for $x$ and $t$ and recalling that $X^{2}+Y^{2}=1$, we obtain

$$
\begin{equation*}
x=\frac{5+4 M^{2}-M^{4}-20 X^{2}-4 M^{2} X^{2}}{2 M Y\left(1+M^{2}-8 X^{2}\right)}, \quad t=\frac{X\left(3 M^{2}-5\right)}{M Y\left(1+M^{2}-8 X^{2}\right)} . \tag{6}
\end{equation*}
$$

Furthermore, comparing the first coordinates of $(x, 0,0) \mathscr{S}$ and $(-t X,-t Y, 1) \mathscr{T}$ and using again the equality $X^{2}+Y^{2}=1$, we infer that $M$ and $X$ satisfy

$$
\begin{equation*}
5+6 M^{2}+M^{4}-60 X^{2}-12 M^{2} X^{2}+80 X^{4}=0 \tag{7}
\end{equation*}
$$

Inserting (6) and (7) into the first equation of (5), we find the values of $a, b$, and $c$ :

$$
\begin{gather*}
a=\frac{4 M^{2}-15 X^{2}-7 M^{2} X^{2}+20 X^{4}}{M Y\left(1+M^{2}-8 X^{2}\right)}, \\
b=\frac{X\left(5+M^{2}-20 X^{2}\right)}{M\left(1+M^{2}-8 X^{2}\right)}, \quad c=\frac{M^{2}+4 X^{2}-3}{1+M^{2}-8 X^{2}} . \tag{8}
\end{gather*}
$$

## 5. The Euclidean Volume of the Cone-Manifold

The following two theorems are the main results of this article.
Theorem 1. If $\alpha \in\left[\frac{2 \pi}{3}, \pi\right)$ then for some $\gamma \in(0,2 \pi]$ the cone-manifold $\mathscr{O}(\alpha, \alpha ; \gamma)$ carries a Euclidean structure. In particular, $\mathscr{O}\left(\frac{2 \pi}{3}, \frac{2 \pi}{3}, 2 \pi\right)=4_{1}\left(\frac{2 \pi}{3}\right)$ is a Euclidean orbifold whose support is a three-dimensional sphere, and whose singular set is the figure-eight knot with conical angle $\frac{2 \pi}{3}$.

Proof. It suffices to establish that for each $\alpha \in\left[\frac{2 \pi}{3}, \pi\right)$ there exists a polyhedron $\mathscr{F}$, described in the previous section, in which the sum of dihedral angles along the inscribed edges $P_{i} P_{i+1}$, for $i=0, \ldots, 9$, equals $\gamma \in(0,2 \pi]$. To this end, put $M=\cot \frac{\alpha}{2}$ and $X=\cos \frac{\theta}{2}$ and consider the curve in Fig. 5 defined by (5).

As the main relation between $\alpha$ and $\theta$, the equation (7) of the curve is obtained from (5). Moreover, as becomes clear below, its part highlighted in Fig. 5 corresponds to the modeled situation.


Fig. 5. Curve of the existence of a Euclidean structure for $\mathscr{O}(\alpha, \alpha ; \gamma)$
Lemma 1. Suppose that $M \in\left(0, \frac{1}{\sqrt{3}}\right]$ and $X \in\left(\sqrt{\frac{3+\sqrt{5}}{8}}, \sqrt{\frac{2}{3}}\right]$ and that the main relation (7) holds. Then there exists a fundamental polyhedron $\mathscr{F}$ (Fig. 2) determined by the parameters $\alpha$ and $\theta$, where $M=\cot \frac{\alpha}{2}$ and $X=\cos \frac{\theta}{2}$.

Proof. First of all, verify that this polyhedron exists for $\alpha=\frac{2 \pi}{3}$ and $\theta=$ $2 \cos ^{-1} \sqrt{\frac{2}{3}}$. Indeed, in this case the vertices have integer coordinates equal to

$$
\begin{gathered}
P_{0}=(3,0,0), \quad P_{1}=(2, \sqrt{2}, 1), \quad P_{2}=(1, \sqrt{8}, 0), \quad P_{3}=(-1, \sqrt{8}, 0), \\
P_{4}=(-2, \sqrt{2},-1), \quad P_{5}=(-3,0,0), \quad P_{6}=(-2,-\sqrt{2}, 1), \\
P_{7}=(-1,-2 \sqrt{2}, 0), \quad P_{8}=(1,-\sqrt{8}, 0), \quad P_{9}=(2,-\sqrt{2},-1) .
\end{gathered}
$$

Furthermore, $\mathscr{F}$ is fundamental for the orbifold $4_{1}\left(\frac{2 \pi}{3}\right)$ with support $S^{3}$ and singular set equal to a figure-eight knot with conical angle $\frac{2 \pi}{3}$. Its structure is described in detail in [8]. In particular, the oriented volumes $V_{i}$ of the tetrahedra $Q_{0} Q_{1} P_{i} P_{i+1}$ for $i=0, \ldots, 9$ are positive, and the interiors of these polyhedra are disjoint.

Recall that the oriented volume of the tetrahedron $T$ with vertices $\left(x_{j}, y_{j}, z_{j}\right)$, for $j=1,2,3,4$, satisfies

$$
\operatorname{Vol} T=\frac{1}{6} \operatorname{det}\left(\begin{array}{lll}
x_{1}-x_{4} & y_{1}-y_{4} & z_{1}-z_{4} \\
x_{2}-x_{4} & y_{2}-y_{4} & z_{2}-z_{4} \\
x_{3}-x_{4} & y_{3}-y_{4} & z_{3}-z_{4}
\end{array}\right)
$$

We can extract the following three forms of the formula for the volume $V_{i}$ :

$$
\begin{gather*}
V_{0}=V_{9}=V_{4}=V_{5}=\frac{t x Y}{3}, \\
V_{2}=V_{7}=\frac{2}{3} a b,  \tag{9}\\
V_{1}=V_{3}=V_{6}=V_{8}=\frac{1}{3} t(X b-Y a) .
\end{gather*}
$$

Consider the regions of the degeneration of $V_{i}$ using (6), (7) and (8).

For $M \in\left(0, \frac{1}{\sqrt{3}}\right]$ and $X \in\left(\sqrt{\frac{3+\sqrt{5}}{8}}, \sqrt{\frac{2}{3}}\right]$ the oriented volumes $V_{i}$ keep the signs and remain positive; consequently, under the conditions of the lemma they cannot degenerate. Therefore, the condition that $V_{i}>0$ for $i=0, \ldots, 9$ is equivalent to the inequality $a>0$, where $a$ is given by (8).

Corollary. If the manifold $\mathscr{O}(\alpha, \alpha ; \gamma)$ is Euclidean then

$$
\begin{gathered}
\cos \gamma=\frac{1}{1953125}\left(\frac{1}{\left(1+M^{2}\right)^{10}} 128 M^{2}\left(M^{2}+5\right)^{2}\left(11 M^{2}-25\right)\right. \\
\times\left(3125-21875 M^{2}+1250 M^{4}-9750 M^{6}-11175 M^{8}-2823 M^{10}\right) X^{2} \\
-\frac{169869312}{\left(1+M^{2}\right)^{9}}+\frac{254803968}{\left(1+M^{2}\right)^{8}}+\frac{23461888}{\left(1+M^{2}\right)^{7}}-\frac{136282112}{\left(1+M^{2}\right)^{6}}-\frac{10575872}{\left(1+M^{2}\right)^{5}} \\
\left.+\frac{56000512}{\left(1+M^{2}\right)^{4}}+\frac{2232832}{\left(1+M^{2}\right)^{3}}-\frac{14626688}{\left(1+M^{2}\right)^{2}}-\frac{4716288}{\left(1+M^{2}\right)}+1524197\right) .
\end{gathered}
$$

Proof. Consider the commutator $K=S T S T^{-1} S^{-1} T S T S^{-1} T^{-1}$ corresponding to the word $\ell_{s}=s t s t^{-1} s^{-1} t s t s^{-1} t^{-1}$. The matrix $K$ amounts to the rotation through angle $\gamma$ about some edge $P_{i} P_{i+1}$ corresponding to the bridge between the components of the figure-eight knot (see Fig. 1). The trace of the orthogonal matrix $K$ is related to the rotation angle as $\operatorname{tr} K=2 \cos \gamma+1$. Simplifying the expression $\cos \gamma=\frac{1}{2}(\operatorname{tr} K-1)$, we obtain the original equality.

Theorem 2. The Euclidean volume of the cone-manifold $\mathscr{O}(\alpha, \alpha ; \gamma)$ equals

$$
\operatorname{Vol}(\mathscr{O}(\alpha, \alpha ; \gamma))=\frac{8 X \sqrt{1-X^{2}}\left(M^{4}-50 M^{2} X^{2}+150 X^{2}-25\right)}{3 M^{2}\left(1+M^{2}-8 X^{2}\right)^{2}}
$$

Proof. The Euclidean volume of the cone-manifold $\mathscr{O}(\alpha, \alpha ; \gamma)$ equals the volume of the fundamental polyhedron $\mathscr{F}$ depicted in Fig. 2. Therefore, the Euclidean volume $\operatorname{Vol}(\mathscr{O}(\alpha, \alpha ; \gamma))$ amounts to the sum of the volumes $V_{i}$ of the tetrahedra $Q_{0} Q_{1} P_{i} P_{i+1}$, where $i=0, \ldots, 9$, and $P_{10}=P_{0}$, and we can find it using (6), (8) and (9):

$$
\begin{gathered}
\operatorname{Vol}(\mathscr{O}(\alpha, \alpha ; \gamma))=\sum_{i=0}^{9} V_{i}=\frac{4}{3}(a b+t(Y(x-a)+X b)) \\
=-\frac{16 X \sqrt{1-X^{2}}\left(15+3 M^{2}-105 X^{2}+19 M^{2} X^{2}+40 X^{4}\right)}{3 M^{2}\left(1+M^{2}-8 X^{2}\right)^{2}} .
\end{gathered}
$$

The remainder of the division of $P=15+3 M^{2}-105 X^{2}+19 M^{2} X^{2}+40 X^{4}$ by $Q=5+6 M^{2}+M^{4}-60 X^{2}-12 M^{2} X^{2}+80 X^{4}$ equals $M^{4}-50 M^{2} X^{2}+150 X^{2}-25$. Since in our case $Q=Q(M, X) \equiv 0$, we can express the answer as

$$
\operatorname{Vol}(\mathscr{O}(\alpha, \alpha ; \gamma))=\frac{8 X \sqrt{1-X^{2}}\left(M^{4}-50 M^{2} X^{2}+150 X^{2}-25\right)}{3 M^{2}\left(1+M^{2}-8 X^{2}\right)^{2}}
$$

Let us illustrate the results with an example.

## 6. Example

The table below shows the results of numerical experiments. We also calculated: -the lengths of singular geodesics $\ell_{\alpha}$ and $\ell_{\gamma}$, equal respectively to $\ell_{\alpha}=2 t$, where $t$ is given in (6), and $\ell_{\gamma}=\sum_{i=0}^{9}\left|P_{i} P_{i+1}\right|$.

Table 1

| conical angle $\alpha$ of |  |  |
| :---: | :---: | :---: |
| the manifold $\mathscr{O}=\mathscr{O}(\alpha, \alpha, \gamma)$, | Euclidean volume $\operatorname{Vol}(\mathscr{O})$ <br> and reduced <br> parameters $X=\cos \frac{\theta}{2}, g=\cos \gamma$ | Euclidean lengths <br> Euclidean volume $\operatorname{vol}(\mathscr{O})$ |
| $\alpha=\frac{2 \pi}{3}$ | $\frac{32 \sqrt{2}}{3}=15.0849$ <br> and $\ell_{\gamma}$ of singular <br> geodesics of $\mathscr{O}$ |  |
| $X=\sqrt{\frac{2}{3}}=0.8165, g=1$ | $\frac{1}{45 \sqrt{2}}=0.01571$ | $2 \sqrt{6}=4.89898$ |
| $\alpha=\frac{4 \pi}{5}$ | 48.5817 | 20 |
| $X=0.811618, g=-0.6757$ | 0.008185 | 9.61766 |
| $\alpha=\frac{5 \pi}{6}$ | 11.6288 | 32.0835 |
| $X=0.810809, g=-1$ | 0.006679 | 11.814 |
| $\alpha=\frac{19 \pi}{20}$ | 834.486 | 38.416 |
| $X=0.809175, g=0.527436$ | 0.00192325 | 41.1951 |
| $\alpha=\pi-0.02$ | 51707 | 127.838 |
| $X=0.80902, g=0.99163$ | 0.000243936 | 324.897 |

-the reduced Euclidean volume $\operatorname{vol}(\mathscr{O}(\alpha, \alpha ; \gamma))=\frac{\operatorname{Vol}(\mathscr{O}(\alpha, \alpha ; \gamma))}{d \ell_{\alpha}^{2} \alpha_{\gamma}}$, where $d$ is the shortest distance between singular components; in our model $d=\left|Q_{0} Q_{1}\right|=2$.

The table data is sorted in the decreasing order of the reduced Euclidean volume of the cone-manifold $\mathscr{O}(\alpha, \alpha ; \gamma)$.
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# FINITE GROUPS WITH IRREDUCIBLE CHARACTERS OF LARGE DEGREE S. S. Poiseeva 


#### Abstract

We study a nontrivial finite group $G$ with an irreducible complex character $\Theta$ satisfying $|G| \leq 2 \Theta(1)^{2}$. We prove that in the case $\Theta(1)=p^{2} q$, where $p>q$ are distinct primes, $G$ is a solvable group with an abelian normal subgroup of index $p^{2} q$. Using the classification of finite simple groups, we prove that every finite simple nonabelian group with an abelian Sylow $p$-subgroup $P \neq 1$ of order at most $p^{2}$ such that $2|P|^{3}>|G|$ is isomorphic to the group $L_{2}(q)$, where $q$ is either a prime or a prime square.


Keywords: finite group, character, irreducible character degree

## Introduction

Let $G$ be a finite group with an irreducible representation over the field of complex numbers with character $\Theta$.

In the general case irreducible character degrees hold rather scanty information on the structure of the group. Thus, it is natural to study the groups whose irreducible character degrees have additional properties and satisfy certain restrictions.

Refer to a finite group $G \neq 1$ possessing an irreducible complex character $\Theta$ with $2 \Theta(1)^{2} \geq|G|$ as an $L C(\Theta)$-group.

The goal of this article it to study finite $L C(\Theta)$-groups with $\Theta(1)=p^{2} q$, where $p$ and $q$ are distinct primes and $p>q$.

Since $|G| \leq 2 p^{4} q^{2}<2 p^{6}$, where $p>q$ are distinct primes, and the order of Sylow $p$-subgroups of $G$ is at least $p^{2}$, firstly we use the classification of finite simple groups to describe simple nonabelian groups $G$ with abelian Sylow $p$-subgroups $P$ of order $p^{2}$ such that $|G|<2|P|^{3}$.

Vdovin proved [1] that $|A|^{3}<|G|$ whenever $G$ is a finite simple group not isomorphic to $P S L_{2}(q)$ and $A$ is its abelian subgroup. Using the classification of finite simple groups, we obtain the following results.

Theorem 1. Let $G$ be a finite simple nonabelian group with an abelian Sylow p-subgroup $P \neq 1$ of order at most $p^{2}$. If $2|P|^{3}>|G|$ then $G$ is isomorphic to the group $L_{2}(q)$, where $q$ is either a prime or a prime square.

Theorem 2. Let $G$ be an $L C(\Theta)$-group. If $\Theta(1)=p^{2} q$, where $p>q$ are distinct primes, then $G$ is a $p$-solvable group.

In the proof of Theorem 2 we also establish that for $|G| \notin\{486,648\}$ the order $|G|$ equals $p^{2} q^{b} m$, where $(p q, m)=1$. The following theorem describes $L C(\Theta)$ groups.

[^4]Theorem 3．Let $G$ be an $L C(\Theta)$－group with $\Theta(1)=p^{2} q$ ，where $p$ and $q$ are distinct primes with $p>q$ ．Then $G$ has an abelian normal subgroup $M$ of index $p^{2} q$ ．

Assume that all groups are finite．The letters $p$ and $q$ stand for distinct primes throughout．For the necessary background concerning ordinary and modular rep－ resentations of finite groups，see $[2,3]$ ．Denote the inner product of two characters $\chi$ and $\psi$ of a group $G$ by $\langle\chi, \psi\rangle$ ．In particular，if these characters are irreducible then $\langle\chi, \psi\rangle=\delta_{\chi, \psi}$（where $\delta$ is the Kronecker symbol）．Denote the set of irreducible characters of a group $G$ by $\operatorname{Irr}(G)$ ．

## 1．Auxiliary Results

Recall a fundamental result of Clifford on the restriction of an irreducible char－ acter $\chi$ of a group $G$ to its normal subgroup $N$ ．

Lemma 1 （Clifford）．Let $N \triangleleft G$ and let $\chi \in \operatorname{Irr}(G)$ ．Let $\theta$ be an irreducible constituent of $\chi_{N}$ and suppose that $\theta=\theta_{1}, \theta_{2}, \ldots, \theta_{t}$ are the distinct conjugates of $\theta$ in $G$ ．Then

$$
\chi_{N}=e \sum_{i=1}^{t} \theta_{i},
$$

where $e=\left[\chi_{N}, \theta\right]$ ．
Proof．See Theorem 6.2 of［3］．
Lemma 2．Let $\chi$ be an irreducible character of $G$ ．Let $N \triangleleft G$ and let $\theta$ be an irreducible constituent of $\chi_{N}$ ．If $I_{G}(\theta) / N$ is cyclic then $e_{N}(\chi)=1$ ；i．e．，$\chi_{N}=$ $\sum_{i=1}^{t} \theta_{i}$ ．

Proof．See 9.12 in［4］．
Recall Ito＇s Theorem on the irreducible character degree（Theorem 6.15 of［3］）．
Lemma 3 （Ito）．Let $N \triangleleft G$ be abelian．Then $\chi(1)$ divides $|G: N|$ for all $\chi \in \operatorname{Irr}(G)$ ．

Below we need the following two theorems of Zenkov［5］．
Lemma 4．Let $G$ be a finite group with a Sylow $p$－subgroup $P$ ．If $p \neq 2$ is not a Mersenne prime then $P \cap P^{x}=O_{p}(G)$ for some $x \in G$ ．If $O_{p}(G)=1$ then $|P|^{2}<|G|$ ．

Lemma 5．Let $G$ be a finite group with a Sylow $p$－subgroup $P$ and with solvable radical $S(G)$ ，and assume that $|G|=p^{a} m$ with $(p, m)=1$ ，where $p$ is a prime．If $p^{a} \geq m$ then one of the following holds：
（1）$G$ includes a characteristic $p$－subgroup of order $>p^{a} m^{-1}$ ；
（2）one of the following holds in the quotient $\overline{S(G)}=S(G) / O_{p}(G)$ ：
（2a）$p=2$ ，while $q=2^{n}+1$ is a Fermat prime，and $\overline{S(G)}$ includes a section isomorphic to $\left(Z_{2^{n}+1} \lambda Z_{2^{n}}\right)$ \} $Z_{2}$ ，for $n>2$ and $\left(\left(Z_{3} \lambda Z_{2}\right)\right.$ \} $\left.Z_{2}\right)$ \} $Z_{2}, V_{9} \lambda S D_{16}$ ， $\left(V_{9} \lambda Z_{8}\right)$ 亿 $Z_{2},\left(V_{9} \lambda Q_{8}\right)$ \} $Z_{2}$ for $n=1$ ；
（2b）$p=2^{n}-1$ is a Mersenne prime and $\overline{S(G)}$ includes a section isomorphic to $\left(Z_{2^{n}} \lambda Z_{p}\right)$ ）$Z_{p}$ ；
（2c）$p=2$ and $S(G)$ includes a section isomorphic to $\left(\left(V_{7^{2}} \lambda S D_{2^{5}}\right)\right.$ 亿 $\left.Z_{2}\right)$ 亿 $Z_{2}$ ； furthermore，in all three cases（2a），（2b），and（2c）the action is faithful；
（3）$p=2$ and the quotient $\widetilde{G}=G / S(G)$ includes a section $L$ isomorphic to one of the groups $\left(\left(\left(S_{5}\right.\right.\right.$ 乙 $\left.Z_{2}\right)$ 乙 $\left.Z_{2}\right)$ 乙 $\left.Z_{2}\right)$ 乙 $Z_{2}, \operatorname{Aut}\left(A_{6}\right)$ 乙 $Z_{2}$ ， $\operatorname{Aut}\left(L_{3}(2)\right)$ 乙 $Z_{2}$ ，and
$\operatorname{Aut}\left(L_{3}(4)\right)$ ८ $Z_{2}$; furthermore, each component of $L$ is an isomorphic image of the corresponding component of $E(\widetilde{G})$.

Two auxiliary statements, which we use to study $L C(\Theta)$-groups with $\Theta(1)=$ $p^{2} q$, are justified in [6].

Lemma 6. If $G$ is an $L C(\Theta)$-group and $M$ is a proper normal subgroup then the character $\Theta_{M}$ is reducible.

Lemma 7. Let $G$ be an $L C(\Theta)$-group and let $N$ be the proper normal subgroup of $G$. If $\Theta(1)=m$ then $(|G / N|, m) \neq 1$.

Let us present a result of [7] on the solvability of a group with a self-normalizing Sylow $p$-subgroup ( $p>3$ ).

Lemma 8. If $G$ is a finite group with a Sylow $p$-subgroup $P$ such that $p>3$ and $N_{G}(P)=P$ then $G$ is solvable.

To estimate the orders of abelian subgroups of simple groups, we need the following result of Vdovin [1].

Lemma 9. Let $G$ be a nonabelian finite simple group and $G \not \approx L_{2}(q)$, where $q=p^{t}$ for some prime $p$. If $A$ is an abelian subgroup of $G$ then $|A|^{3}<|G|$.

Lemma 10. Let $G=G^{\prime}$ be not a $p$-solvable group, with a Sylow $p$-subgroup $P$ of order $p>3$, and not normal subgroups of order 2. If $|G|<p^{3}$ then $G \simeq L_{2}(r)$, where $r=p$ or $r=2^{a}=p-1$.

Proof. See Corollary 5.2, Chapter VIII of [8].
Lemma 11 (Kazarin). Let $G$ be a finite group and let $x \in G$ be an element of prime order $q$. If $\left|G: C_{G}(x)\right|$ is a power of a prime $p$ then $\left\langle x^{G}\right\rangle^{\prime}=O_{p}\left(\left\langle x^{G}\right\rangle\right)$. In particular, the commutant of the normal closure of $x$ in $G$ is a p-group.

Proof. See [9].
Proposition 1. Let $G$ be a finite group and let $x$ be an element of $G$ such that $\left|G: C_{G}(x)\right|$ is a power of a prime $p$. Then $\left[x^{G}, x^{G}\right] \subseteq O_{p}(G)$.

Proof. See [10].

## 2. Proof of Theorem 1

By the classification of finite simple nonabelian groups (see [11] for more details), all simple nonabelian groups belong to the following families:
I. The classical simple groups of Lie type: $L_{n}(q)$ for $n \geq 2 ; U_{n}(q)$ for $n \geq 3$; $S_{2 n}(q)$ for $n \geq 2 ; P \Omega_{2 n+1}(q)$ for $n \geq 2 ; P \Omega_{2 n}^{ \pm}(q)$ for $n \geq 4$.
II. The exceptional simple groups of Lie type: $G_{2}(q), F_{4}(q), E_{6}(q), E_{7}(q), E_{8}(q)$, ${ }^{2} G_{3}(q),\left({ }^{2} F_{4}(q)\right)^{\prime},{ }^{3} D_{4}(q)$, and ${ }^{2} B_{2}(q)$, where $q$ is a prime power.
III. The sporadic simple groups.
IV. The alternating groups $A_{n}$ for $n \geq 5$.

We prove Theorem 1 in steps for all listed groups. Recall that in Theorem 1 the Sylow $p$-subgroup $P \neq 1$ is of order at most $p^{2}$.
I. The classical simple groups of Lie type.

While studying Chevalley groups, we denote the order $q$ field by $G F(q)$, and its characteristic by $r$.
(a) Suppose that $G \cong L_{n}(q)$ with $n \geq 2$. It is easy to see that $|G|>q^{n^{2}-n}$, while the greatest prime divisor of the group order is at most $q^{n}-1<q^{n}$. Since
$2 p^{6}<p^{7 n}$, it follows that $q^{7 n}>q^{n^{2}-n}$. Hence, $n^{2}-n<7 n$ and $n^{2}-8 n<0$, and so $n<8$.

For $n=7$ we have

$$
|G|=1 / d q^{21}\left(q^{7}-1\right)\left(q^{6}-1\right)\left(q^{5}-1\right)\left(q^{4}-1\right)\left(q^{3}-1\right)\left(q^{2}-1\right)>q^{42}
$$

where $d=(7, q-1)$. Since $q^{7}-1=(q-1)\left(q^{6}+q^{5}+q^{4}+q^{3}+q^{2}+q+1\right)$, the greatest prime divisor of the group order is at most $q^{6}+q^{5}+q^{4}+q^{3}+q^{2}+q+1<2 q^{6}$. If $p^{2} \mid q^{6}+q^{5}+q^{4}+q^{3}+q^{2}+q+1$ then $p^{2}<q^{6}+q^{5}+q^{4}+q^{3}+q^{2}+q+1<2 q^{6}$.

Hence, $2\left(2 q^{6}\right)^{3}=2^{4} q^{18}>|G|>q^{42}$, which is impossible.
If $p^{2} \nmid q^{6}+q^{5}+q^{4}+q^{3}+q^{2}+q+1$ then $p \mid q^{4}+q^{3}+q^{2}+q+1$ because $q^{5}-1=(q-1)\left(q^{4}+q^{3}+q^{2}+q+1\right)$. Since $q^{4}+q^{3}+q^{2}+q+1<2 q^{4}$ and $q^{5}-1$ are coprime to all divisors of the group order of the form $q^{i}-1$ for $i \neq 5$, it follows that $p^{2}<2 q^{4}$ and $p^{2} \mid q^{5}-1$. Hence, $2 p^{6}<2\left(q^{5}-1\right)^{3}<2 q^{15}<q^{42}$, which excludes this case.

Suppose that $n=6$, and so $|G|>q^{30}$. Since $q^{5}-1=(q-1)\left(q^{4}+q^{3}+q^{2}+q+1\right)$, the greatest prime divisor of the group order is at most $q^{4}+q^{3}+q^{2}+q+1<2 q^{4}$. If $p^{2} \mid q^{4}+q^{3}+q^{2}+q+1$ then $p^{2}<q^{4}+q^{3}+q^{2}+q+1<2 q^{4}$. Hence, $2\left(2 q^{4}\right)^{3}=$ $2^{4} q^{12}>|G|>q^{30}$, which is false.

If $p^{2} \nmid q^{4}+q^{3}+q^{2}+q+1$ then $p \mid q^{2}+q+1$ because $q^{6}-1=\left(q^{3}-1\right)\left(q^{3}+1\right)=$ $(q-1)\left(q^{2}+q+1\right)(q+1)\left(q^{2}-q+1\right)$. Then $p<q^{2}+q+1$, and since $q^{2}+q+1<2 q^{2}$ in the factorization of the group order is of degree 2, we have $p^{2}<\left(2 q^{2}\right)^{2}$. Hence, $2 p^{6}<2\left(2 q^{2}\right)^{6}=2^{7} q^{12}<q^{30}$, which excludes this case.

For $n=5$ the greatest prime divisor of the group order is also at most $q^{4}+q^{3}+$ $q^{2}+q+1<2 q^{4}$, and $|G|>q^{20}$. If $p^{2} \mid q^{4}+q^{3}+q^{2}+q+1$ then $p^{2}<q^{4}+q^{3}+q^{2}+q+1<$ $2 q^{4}$. Hence, $2\left(2 q^{4}\right)^{3}=2^{4} q^{12}>|G|>q^{20}$, which is false.

If $p^{2} \nmid q^{4}+q^{3}+q^{2}+q+1$ then $p \mid q^{2}+q+1$ because $q^{3}-1=(q-1)\left(q^{2}+q+1\right)$. Since $q^{2}+q+1<2 q^{2}$ is coprime to all divisors of the group order of the form $q^{i}-1$ for $i \neq 3$, it follows that $p^{2}<2 q^{2}$ and $p^{2} \mid q^{3}-1$. Hence, $2 p^{6}<2\left(q^{3}-1\right)^{3}<q^{20}$, which excludes this case as well.

If $n=4$ then the greatest prime divisor of the group order is at most $q^{2}+q+1<$ $2 q^{2}$, and $|G|>q^{12}$. If $p^{2} \mid q^{2}+q+1$ then $p^{2}<q^{2}+q+1<2 q^{2}$. Hence, $2\left(2 q^{2}\right)^{3}>|G|>q^{12}$, which is false. If $p^{2}$ does not divide $q^{2}+q+1$ then $p \mid q^{2}+1$. Since $q^{2}+1$ is coprime to all divisors of the group order of the form $q^{i}-1$ for $i \neq 3$, it follows that $p^{2} \mid q^{2}+1$. So, $2 p^{6}<2\left(q^{2}+1\right)^{3}<q^{12}$, which excludes this case as well.

If $n=3$ then $|G|=(1 / d) q^{3}\left(q^{3}-1\right)\left(q^{2}-1\right)$, where $d=(3, q-1)$. Therefore, $p^{2}$ divides either $(q-1)^{2}$ or $q+1$ or $q^{2}+q+1$. Straightforward calculations exclude this case.

Thus, if $G \simeq L_{n}(q)$ satisfies the hypotheses of Theorem 1 then $n=2$.
(b) Suppose that $G \simeq U_{n}(q)$ with $n \geq 3$. It is easy to see that $|G|>q^{n^{2}-n}$, while the greatest prime divisor of the group order is at most $q^{n}$. Since $2 p^{6}<p^{7 n}$, it follows that $q^{7 n}>q^{n^{2}-n}$. Hence, $n^{2}-n<7 n$ and $n^{2}-8 n<0$. Therefore, $n<8$.

Suppose that $n=7$. Then

$$
|G|=1 / d q^{21}\left(q^{7}+1\right)\left(q^{6}-1\right)\left(q^{5}+1\right)\left(q^{4}-1\right)\left(q^{3}+1\right)\left(q^{2}-1\right)>q^{42}
$$

where $d=(7, q+1)$. Since $q^{7}+1=(q+1)\left(q^{6}-q^{5}+q^{4}-q^{3}+q^{2}-q+1\right)$, the greatest prime divisor of the group order is at most $q^{6}-q^{5}+q^{4}-q^{3}+q^{2}-q+1<q^{6}$. If $p^{2} \mid q^{6}-q^{5}+q^{4}-q^{3}+q^{2}-q+1$ then $p^{2}<q^{6}-q^{5}+q^{4}-q^{3}+q^{2}-q+1<q^{6}$. Hence, $2\left(q^{6}\right)^{3}>|G|>q^{42}$, which is false. If $p^{2} \nmid q^{6}-q^{5}+q^{4}-q^{3}+q^{2}-q+1$ then $p \mid q^{4}-q^{3}+q^{2}-q+1$ because $q^{5}+1=(q+1)\left(q^{4}-q^{3}+q^{2}-q+1\right)$. Since
$q^{4}-q^{3}+q^{2}-q+1<q^{4}$ is coprime to all divisors of the group order of the form $q^{i}-(-1)^{i}$, it follows that $p^{2}<q^{4}$ and $p^{2} \mid q^{5}+1$. Hence, $2 p^{6}<2\left(q^{5}+1\right)^{3}<q^{42}$, which excludes this case.

Suppose that $n=6$, and so $|G|>q^{30}$. Since $q^{5}+1=(q+1)\left(q^{4}-q^{3}+q^{2}-q+1\right)$, the greatest prime divisor of the group order is at most $q^{4}-q^{3}+q^{2}-q+1<q^{4}$. If $p^{2} \mid q^{4}-q^{3}+q^{2}-q+1$ then $p^{2}<q^{4}-q^{3}+q^{2}-q+1<q^{4}$. Hence, $2\left(q^{4}\right)^{3}=$ $2 q^{12}>|G|>q^{30}$, which is false. If $p^{2} \nmid q^{4}-q^{3}+q^{2}-q+1$ then $p \mid q^{2}+q+1$ because $q^{3}-1=(q-1)\left(q^{2}+q+1\right)$.

Therefore, $p<q^{2}+q+1$. Since $q^{2}+q+1$ is coprime to all divisors of the group order of the form $q^{i}-(-1)^{i}$ for $i \neq 3$, it follows that $p^{2} \mid\left(q^{2}+q+1\right)$. Consequently, $2 p^{6}<2\left(q^{2}+q+1\right)^{3}<q^{30}$, which excludes this case as well.

For $n=5$ the greatest prime divisor of the group order is also at most $q^{4}-q^{3}+$ $q^{2}-q+1<q^{4}$. If $p^{2} \mid q^{4}-q^{3}+q^{2}-q+1$ then $p^{2}<q^{4}-q^{3}+q^{2}-q+1<q^{4}$. Hence, $2\left(q^{4}\right)^{3}>|G|>q^{20}$, which is impossible. If $p^{2}$ does not divide $q^{4}-q^{3}+q^{2}-q+1$ then $p \mid q^{2}+1$. Since $q^{2}+1$ is coprime to all divisors of the group order, we have $p^{2} \mid q^{2}+1$. Then $2 p^{6}<2\left(q^{2}+1\right)^{3}<q^{20}$, which is excluded.

If $n=4$ then $|G|>q^{12}$ and the greatest prime divisor of the group order is at most $q^{2}+1$. If $p^{2} \mid\left(q^{2}+1\right)$ then $p^{2}<q^{2}+1$. Hence, $2\left(q^{2}+1\right)^{3}>|G|>q^{12}$, which is false. If $p^{2}$ does not divide $\left(q^{2}+1\right)$ then $p \mid q^{2}-q+1$ because $q^{3}+1=(q+1)\left(q^{2}-q+1\right)$. Since $q^{2}-q+1<q^{2}$ is coprime to all divisors of the group order of the form $q^{i}-(-1)^{i}$, it follows that $p^{2}<q^{2}$ and $p=q$. Hence, $2 p^{6}<q^{12}$, which excludes this case as well.

If $n=3$ then $|G|=(1 / d) q^{3}\left(q^{3}+1\right)\left(q^{2}-1\right)$, where $d=(3, q+1)$. Therefore, $p^{2}$ divides either $q-1$ or $(q+1)^{2}$ or $q^{2}-q+1$. Straightforward calculations exclude this case.
(c) Suppose that $G$ is isomorphic to $S_{2 n}(q)$ or $P \Omega_{2 n+1}(q)$ with $n \geq 2$. The order of $G$ equals

$$
1 / d q^{n^{2}}\left(q^{2 n}-1\right) \ldots\left(q^{2}-1\right)
$$

where $d=(2, q-1)$. If $n \geq 2$ then $|G|>q^{2 n^{2}}$.
The greatest prime divisor of the order of $G$ is at most $q^{n}+1$. If $p^{2} \mid\left(q^{n}+1\right)$ then $2\left(q^{n}+1\right)^{3}<q^{3 n+2}<q^{2 n^{2}}$ with $n \geq 3$.

For $(q, n)=(2,2)$ the group $G \simeq S_{4}(2)$ is not simple and $S_{4}(2)^{\prime} \simeq L_{2}(9)$.
If $p^{2} \nmid\left(q^{n}+1\right)$ then $p \mid q^{n-1}+1$; hence, $p^{2} \mid q^{n-1}+1$. Therefore, $2 p^{6}<2\left(q^{n-1}+\right.$ $1)^{3}<q^{3 n-1}<q^{2 n^{2}}$ for $n \geq 3$, which excludes this case.
(d) Suppose that $G \simeq P \Omega_{2 n}^{ \pm}(q), n \geq 4$.

It is easy to see that $|G|>q^{2 n^{2}-2 n}$, while the greatest prime divisor of the order is at most $q^{n}+1$. If $p^{2} \mid\left(q^{n}+1\right)$ then $2\left(q^{n}+1\right)^{3}<q^{3 n+2}$ for $n \geq 4$, and so $2 p^{6}<|G|$.

If $p^{2} \nmid\left(q^{n}+1\right)$ then $p \mid q^{n-1}+1$; hence, $p^{2} \mid q^{n-1}+1$. Therefore, $2 p^{6}<2\left(q^{n-1}+\right.$ $1)^{3}<q^{3 n-1}<q^{2 n^{2}-2 n}$ with $n \geq 4$, which excludes this case.
II. The exceptional simple groups of Lie type.
(a) Suppose that $G \simeq G_{2}(q)$. The order of $G$ equals $q^{6}\left(q^{6}-1\right)\left(q^{2}-1\right)$, and so the greatest prime divisor of the group order is at most $q^{2}+q+1<2 q^{2}$. If $p^{2} \mid q^{2}+q+1$ then $p^{2}<q^{2}+q+1<2 q^{2}$. Hence, $2\left(2 q^{2}\right)^{3}=2^{4} q^{6}>|G|$. But $|G|>q^{13}$, so that this case is excluded.

If $p^{2} \nmid q^{2}+q+1$ then $p \mid q^{2}-q+1$. Since $q^{2}-q+1$ is coprime to all divisors of the group order of the form $q^{i} \pm 1$ for $i \neq 3$, it follows that $p^{2} \mid q^{2}-q+1$. Then $p^{2}<q^{2}-q+1<q^{2}$, and so $2 p^{6}<2 q^{6}<q^{13}$, which excludes this case.
(b) Suppose that $G \simeq F_{4}(q)$, which is of order $q^{24}\left(q^{12}-1\right)\left(q^{8}-1\right)\left(q^{6}-1\right)\left(q^{2}-1\right)$. The greatest prime divisor of the order of $G$ is at most $q^{4}+1$. Since $2\left(q^{4}+1\right)^{6}<|G|$, this case is excluded.
(c) Suppose that $G$ is one of the groups $E_{6}(q), E_{7}(q), E_{8}(q)$, or ${ }^{2} E_{6}(q)$. The orders of all these groups are greater than $q^{72}$, while the greatest prime divisor of the order is at most $q^{9}$. Consequently, these groups are also excluded.
(d) Suppose that $G \simeq^{2} G_{2}(q), q^{3}\left(q^{3}+1\right)(q-1)$. Furthermore, $q=3^{2 n+1}$ with $n \geq 1$, while the greatest prime divisor $p$ of the group order is at most $q+\sqrt{3 q}+1<$ $2 q$. Suppose that $q>3$. If $p^{2} \mid q+\sqrt{3 q}+1$ then $p^{2}<q+\sqrt{3 q}+1<2 q$. Hence, $2(2 q)^{3}=2^{4} q^{3}<|G|$, which is impossible. If $p^{2} \nmid q+\sqrt{3 q}+1$ then $p=q$ is the greatest prime divisor of the order of $G$. Then $2 q^{6} \geq|G|$, so that $q=3$ and $G \simeq L_{2}(8) .3$, which is not a simple group.
(e) Suppose that $G \simeq\left({ }^{2} F_{4}(q)\right)^{\prime}$, which is of order $q^{12}\left(q^{6}+1\right)\left(q^{4}-1\right)\left(q^{3}+1\right)(q-$ 1) $>2 q^{16}$, where $q=2^{2 n+1}$ and $n \geq 2$, while the greatest prime divisor $p$ of the group order is at most $q^{4}-q^{2}+1<q^{4}$. If $p^{2} \mid q^{4}-q^{2}+1$ then $p^{2} \mid q^{4}-q^{2}+1<q^{4}$. Hence, $2\left(q^{4}\right)^{3}=2 q^{12}<2 q^{16}<|G|$. If $p^{2} \nmid q^{4}-q^{2}+1$ then $p \mid q^{2}+1$. Hence, $p<\left(q^{2}+1\right)$, and since $q^{2}+1$ in the factorization of the group order is of degree 2 , it follows that $p^{2}<\left(q^{2}+1\right)^{2}$. Therefore, $2 p^{6}<2\left(q^{2}+1\right)^{6}<|G|$, which excludes this case as well.
(f) Suppose that $G \simeq^{3} D_{4}(q)$ which is of order $q^{12}\left(q^{8}+q^{4}+1\right)\left(q^{6}-1\right)\left(q^{2}-1\right)>$ $q^{26}$, while the greatest prime divisor $p$ is at most $q^{4}-q^{2}+1<q^{4}$. If $p^{2} \mid q^{4}-q^{2}+1$ then $p^{2}<q^{4}-q^{2}+1<q^{4}$. Hence, $2\left(q^{4}\right)^{3}=2 q^{12}<|G|$.

If $p^{2} \nmid q^{4}-q^{2}+1$ then $p \mid q^{2}+q+1$. Hence, $p<\left(q^{2}+q+1\right)$, and since $q^{2}+q+1<2 q^{2}$ in the factorization of the group order is of degree 2, it follows that $p^{2} \mid q^{2}+q+1$. Therefore, $p^{2}<q^{2}+q+1<2 q^{2}$, and so $2 p^{6}<2\left(2 q^{2}\right)^{3}=2^{4} q^{6}<|G|$, which excludes this case as well.
(g) Suppose that $G \simeq^{2} B_{2}(q) \simeq S z(q)$ which is of order $q^{2}\left(q^{2}+1\right)(q-1)$, where $q=2^{2 n+1}$ and $n \geq 1$. The greatest prime divisor $p$ of the order of $G$ is at most $q+\sqrt{2 q}+1<2 q$. If $p^{2} \mid q+\sqrt{2 q}+1$ then $p^{2}<q+\sqrt{2 q}+1<2 q$. Hence, $2(2 q)^{3}<|G|$. If $p^{2} \nmid q+\sqrt{2 q}+1$ then $p \mid q-\sqrt{2 q}+1$, whence $p^{2} \mid q-\sqrt{2 q}+1$ and $p^{2}<q-\sqrt{2 q}+1<q$. Therefore, $2 p^{6}<2 q^{3}<|G|$, which excludes this case as well.
III. The sporadic simple groups. All cases are excluded (see [12]).
IV. The alternating groups $A_{n}$ with $n \geq 5$.

Since $\left|A_{n}\right|=n!/ 2 \leq 2 n^{6}$, it follows that $n!\leq 4 n^{6}$. On the other hand, it is known that $n!\geq n^{n / 2}$. Therefore, $n^{n / 2} \leq 4 n^{6}<n^{7}$. Hence, $n / 2<7$ and $n<14$. For $n=5,6$ the groups $A_{5}$ and $A_{6}$ of orders 60 and 360 appear, which have abelian Sylow $p$-subgroups of orders 4 and 9 respectively. Observe that $A_{5} \simeq L_{2}(5)$ and $A_{6} \simeq L_{2}(9)$. All remaining possibilities are excluded.

The proof of the theorem is complete.

## 3. Proof of Theorem 2

Suppose that $G$ is an $L C(\Theta)$-group with $\Theta(1)=p^{2} q$, where $p$ and $q$ are distinct primes with $p>q$. Fix this notation.

Since $\sum_{\chi \in \operatorname{Irr}(G)} \chi(1)^{2}=|G|$ and $2 \chi(1)^{2} \geq|G|$, the character $\Theta$ is a unique irreducible character of $G$ of the greatest degree; moreover, all values $\Theta(g)$ for $g \in G$ are integer rational numbers.

As [13] established, each irreducible character of an $L C(\Theta)$-group whose order is not a power of 2 is a constituent of the character $\Phi=\Theta^{2}$. Observe that $Z(G)=1$ and $\Theta$ is faithful.

Take $P \in \operatorname{Syl}_{p}(G)$. Since $G$ is an $L C(\Theta)$-group with $\Theta(1)=p^{2} q$, where $p$ and $q$ are distinct primes with $p>q$, and furthermore, $p^{4} q^{2}<|G| \leq 2 p^{4} q^{2}$ and $p q \| G \mid$, it follows that $|G|=p^{a} q^{b} m$ with $a, b, m \in \mathbb{N}$ and $2 \leq a$; i.e. the Sylow $p$-subgroups of $G$ are of order at least $p^{2}$. Observe that $|G| \leq 2 p^{4} q^{2}<2 p^{6}$ because $p>q$.

Let us state some upper bounds on the order of Sylow $p$-subgroups of $L C(\Theta)$ groups with $\Theta(1)=p^{2} q$ as the next lemma.

Lemma 12. Suppose that $G$ is an $L C(\Theta)$-group with $\Theta(1)=p^{2} q$, where $p$ and $q$ are distinct primes with $p>q$. Then the Sylow $p$-subgroup $P$ of $G$ is of order at most $p^{5}$. If $P \triangleleft G$ then $|G|=486$. If $P$ is not normal in $G$ then $|P| \leq p^{3}$.

Proof. Suppose that $G$ is an $L C(\Theta)$-group with $\Theta(1)=p^{2} q$, where $p>q$. Since $|G| \leq 2 p^{4} q^{2}<p^{7}$, it follows that $|P| \leq p^{6}$; otherwise, $q$ does not divide $|G|$. If $|P|=p^{6}$ then $2 p^{4} q^{2}<2 p^{6}$ because $q<p$. Hence, $|G|=|P|=p^{6}$, which is false, as in this case $q$ does not divide $|G|$. Hence, $|P| \leq p^{5}$.

Suppose that $|P|=p^{5}$. Since $|G|=p^{5} q^{b} m \leq 2 p^{4} q^{2}$, where $(m, p q)=1$, it follows that $b \leq 2$. But $p>q \geq 2$. Consequently, we may assume that $b=1$. In this case $p m \leq 2 q$. Since for $m=1$ we have $P \triangleleft G$, it follows that $m \geq 2$ and $p<q$ contrary to the assumption. Therefore, $|P| \triangleleft G$ and $|G|=p^{5} q$.

Furthermore, $|Z(P)|=p$ and the order $q$ subgroup $Q$ of $G$ acts nontrivially on $Z(P)$. Hence, $q \mid p-1$. There exist $p-1$ conjugate characters of $G$ of degree $p^{2} q$ vanishing on $P \backslash Z(P)$. Therefore, $Q$ partitions them into length $q$ orbits. Thus, we have $(p-1) / q$ characters of $G$ of degree $p^{2} q$. Since only one degree $p^{2} q$ character is possible, it follows that $q=p-1$. Hence, $p=3, q=2$, and $|G|=486$.

Suppose that $P \triangleleft G$ and $|P|=p^{4}$. By Lemma 1,

$$
\Theta_{P}=e \sum_{i=1}^{s} \chi_{i},
$$

where $e, s| | G / P \mid$ and $\chi_{i} \in \operatorname{Irr}(P)$. Since the order of $G / P$ is coprime to $p$ and $\Theta(1)=p^{2} q$, it follows that $\chi_{i}(1)=p^{2}$, which leads to a contradiction because the sum of the squared degrees of the irreducible characters of $P$ in this case is greater than $p^{4}$. Therefore, in the case that $P$ is normal its order equals $p^{5}$.

The proof of Lemma 12 is complete.
The next lemma shows that, when $\Theta(1)=3^{2} \cdot 2$, the order of $G$ lies in $\{342,486$, $504,648\}$.

Lemma 13. Suppose that $G$ is an $L C(\Theta)$-group with $\Theta(1)=p^{2} q$, where $p$ and $q$ are distinct primes with $p>q$. Then either $p>3$ or $|G| \in\{342,486,504,648\}$.

Proof. Suppose that $p=3$. Then $q=2$. Therefore, $|G| \leq 3^{4} \cdot 2^{3}=648$, and furthermore, the order of $G$ is divisible by $\Theta(1)=3^{2} \cdot 2=18$.

Considering that

$$
\frac{|G|}{|\Theta(1)|}=\frac{2^{3} \cdot 3^{4}}{2 \cdot 3^{2}} \leq 2^{2} \cdot 3^{2}=36
$$

and then that a nonsolvable group of order at most $81 \cdot 8=648$ has a nonsolvable composition factor contained in [12], we exclude the factors of this type. Hence, we conclude that $G$ is solvable and $|G|$ divides one of the numbers $648=2^{3} \cdot 3^{4}$, $342=19 \cdot 2 \cdot 3^{2}, 486=2 \cdot 3^{5}$, and $504=2^{3} \cdot 3^{2} \cdot 7$. Applying the GAP [14], we verify that all these possibilities are realized.

Assume henceforth that $p>3$. Verify that the order of $P$ can be equal to $p^{3}$ only if $O_{p}(G)>1$.

Lemma 14. If $O_{p}(G)=1$ then either $P=N_{G}(P)$ and $|P|=p^{3}$, or $|G|=$ $p^{2} q^{b} m$, where $(p q, m)=1$.

Proof. Suppose that $O_{p}(G)=1$. Since $|G|$ is divisible by $\Theta(1)=p^{2} q$, it follows that $|G|=p^{a} q^{b} m$, where $(p q, m)=1$ and $a, b, m \in \mathbb{N}$. Lemmas 12 and 13 yield $p>3$ and $2 \leq a \leq 3$. Lemma 4 shows that $p^{a}<q^{b} m$, and from $2 \Theta(1)^{2} \geq|G|$ we infer that $q^{b-2} m \leq 2 p^{4-a}$.

Suppose that $a=3$ and $|G|=p^{3} q^{b} m$, where $p^{3} q^{b} m \leq 2 p^{4} q^{2}$. Then $q^{b-2} m \leq 2 p$.
Since $O_{p}(G)=1$, Lemma 4 yields $p^{3}<q^{b} m \leq 2 p q^{2}$. Hence, $p^{2} \leq 2 q^{2}$.
Suppose that $\left|N_{G}(P)\right|=n|P|=n p^{3}$, where $n>1$. Since $P \cap P^{x}=1$ for at least one $x \in G$ by Lemma 4, it follows that

$$
|G| \geq\left|N_{G}(P)\right|+\frac{n^{2}|P|^{2}}{d}=n p^{3}+\frac{n^{2} p^{6}}{d}
$$

where $d=\left|N_{G}(P) \cap N_{G}(P)^{x}\right| \mid n$. Therefore, $p^{3} q^{b} m \geq n p^{3}+n p^{6}$, whence $q^{b} m>n p^{3}$. Since $n p^{3}<q^{b} m \leq 2 p q^{2}$, it follows that $n p^{2}<2 q^{2}$, where $n>1$; i.e. $p^{2}<q^{2}$, which is impossible.

Thus, for $O_{p}(G)=1$ we have $N_{G}(P)=P$ for $|P|=p^{3}$ or $|G|=p^{2} q^{b} m$, where $(p q, m)=1$.

Lemma 15. If $G$ is not $p$-solvable then $O_{p}(G)=1$.
Proof. Suppose that $O_{p}(G)>1$. By Lemma 3, all irreducible character degrees of $G$ divide $\left|G: O_{p}(G)\right|$ whenever $O_{p}(G)$ is abelian. Since $G$ is not $p$-solvable, it follows that $P$ is not normal in $G$. Therefore, either $\left|O_{p}(G)\right|=p$ or $\left|O_{p}(G)\right|=p^{3}$. Verify that in all cases $G$ has a normal subgroup $U$ of order $p$. If $\left|O_{p}(G)\right|=p$ then this holds.

By Lemma 3, if $\left|O_{p}(G)\right|=p^{3}$ then $P$ is not abelian, and so $|Z(P)|=p$ and $U=$ $Z(P) \triangleleft G$. Put $H=C_{G}(U)$. Since $U \triangleleft G$, it follows that $H \triangleleft G$ and $G / H \leq \operatorname{Aut}(U)$, and so it is isomorphic to a cyclic group of order dividing $p-1$. Since $Z(G)=1$, it follows that $G / H \neq 1$ and it is a cyclic group. Lemma 7 implies that $p-1$ is a power of $q$. Clifford's Theorem (Lemma 1) yields

$$
\Theta_{H}=e \sum_{i=1}^{s} \chi_{i}
$$

where $\chi_{i}$ are conjugate irreducible characters, while $e$ and $s$ divide $|G / H|=q^{\lambda}$. Hence, $p^{2} q=\Theta(1)=$ es $\chi_{i}(1)$. Lemma 2 implies that $e=1$ and $\chi_{i}(1)=p^{2}$, $s=q$. Thus, $H$ has $q$ irreducible characters $\chi_{i}$ of degree $p^{2}$; whence, $|H|>p^{4} q$ and $|G|>p^{4} q q^{\lambda}$. Therefore, $\lambda=1$. Since $|G|=|H| q<2 p^{4} q^{2}$, it follows that $|P| q^{b-1} m=|H|<2 p^{4} q$.

If $|P|=p^{4}$ then $q^{b-1} m<2 q$. Furthermore, $|H: P|=m q^{b-1}<2 q$. For $b \geq 2$ we infer that $m \leq 2$ and $H$ is solvable, and so is $G$. If $b=1$ then $|H: P|=m<2 q$. Recall that $q \mid p-1$. Since $p$ is odd, it follows that $q \leq(p-1) / 2$. Therefore, $|H: P|<p$ and $P \triangleleft H \triangleleft G$. Since $P$ is a characteristic subgroup, $P \triangleleft G$ and $G$ is $p$-solvable contrary to the assumption. Thus, the case $|P|=p^{4}$ is impossible.

Now $|P|=p^{3}$ and $|H: P|=q^{b-1} m \leq 2 p q$. For $b=2$ we have $|H: P|=q m \leq$ $2 q p$, and so $m \leq p$. Then $P \triangleleft H$, whence $P \triangleleft G$ and $G$ is $p$-solvable contrary to the assumption. Finally, for $b=1$ we have $|H|=p^{3} m$, where $m \leq 2 p q$.

Observe that $\left|O_{p}(G)\right|=p$ and $m \leq 2 p q \leq p(p-1)$. Thus, in the group $\bar{H}=H / O_{p}(G)$, whose order is less than $|P|^{2}$, the subgroup $O_{p}(\bar{H})$ is nontrivial by Lemma 4; this is a contradiction.

The proof of Lemma 15 is complete.

Lemma 16. If $P=N_{G}(P)$ then $G$ is a p-nilpotent group of order $p^{2} q^{b} m$.
Proof. Lemma 8 shows that $G$ is a solvable group. If $|G|=p^{2} q^{b} m$, where $(p q, m)=1$, then $G$ is $p$-nilpotent by Burnside's Theorem.

Lemmas 12 and 13 imply that $|G|=p^{a} q^{b} m$, where $(p q, m)=1$ and $2 \leq a \leq 3$. Suppose that $a=3$, and furthermore, $q^{b-2} m<2 p$.

Suppose that $1 \neq m \leq p$. If $m\left|\left|O_{p^{\prime}}(G)\right|\right.$ then for every prime divisor $r$ of $m$ the group $O_{p^{\prime}}(G) P$ has a Hall $\{r, p\}$-subgroup $R P$, which is nilpotent, which contradicts the assumption. Similarly, there exists no normal subgroup $K$ of $G$ whose order is divisible by $r$ but not by $|P|$. Since $G$ is solvable, it is also $r$-solvable. Hence, $O_{r^{\prime}, r}(G)$ includes $P$ and so $N_{G}(P) \neq P$ by Frattini's argument; this is a contradiction. Therefore, either $m=1$ or $m>p$ and it is prime.

If $m>p$ is a prime then $q^{b-2}<2$, whence $1 \leq b \leq 2$. For $b=1$ we arrive at a contradiction by analogy with the previous case. Therefore, $b=2$. Since $P=N_{G}(P)$, it follows that for $m\left|\left|O_{p^{\prime}}(G)\right|\right.$ the subgroup $M$ of order $m$ is normal in $O_{p^{\prime}}(G)$, and so in $G$ as well. In this case $H=C_{G}(M) \triangleleft G$ and $|G / H|||\operatorname{Aut}(M)|=$ $m-1$. Since $m>p$ and $m<2 p$, it follows that $p$ does not divide $|G / H|$. At the same time, $H \neq G$ because $Z(G)=1$; this is a contradiction. Consequently, $m$ does not divide $\left|O_{p^{\prime}}(G)\right|$.

Thus, either $O_{p^{\prime}}(G)=1$ or $q^{2}=\left|O_{p^{\prime}}(G)\right|$.
Suppose that $\left|O_{p^{\prime}}(G)\right|=q^{2}$. If $Q \in \operatorname{Syl}_{q}(G)$ is cyclic then the order of $G / C_{G}(Q)$ divides $q-1$ and is not equal to 1 . As in the previous case, this leads to a contradiction. Thus, $O_{p^{\prime}}(G)=1$.

Theorem 6.3.3 of [2] yields $C_{G}\left(O_{p}(G)\right) \subseteq O_{p}(G)$. If $\left|O_{p}(G)\right|=p$ then $|G| \mid$ $p(p-1)$, which is a contradiction. If $\left|O_{p}(G)\right|=p^{3}$ then $P \triangleleft G$ contrary to the assumption. But if $\left|O_{p}(G)\right|=p^{2}$ then we arrive at a contradiction with Lemma 3.

Thus, we may assume that $m=1$ and $|G|=p^{3} q^{b}$, where $q^{b-2} \leq 2 p$. From $|P|=\left|N_{G}(P)\right|=p^{3}$ we infer that the case $\left|O_{p}(G)\right| \neq 1$ leads to a contradiction. Theorem 6.3.3 of [2] and Lemma 4 imply that $\left|O_{q}(G)\right|=q^{b}$ and $p^{2}<2 q^{2}$.

In particular, $G$ is a $p$-nilpotent group. Observe that $Q=O_{q}(G)$ is an elementary abelian group by Lemma 4 (otherwise some order $p$ element induces a trivial automorphism on $Q / \Phi(Q)$ ). Lemma 3 implies that $G$ lacks irreducible characters of degree $p^{2} q$; this is a contradiction.

All cases are considered and the proof of Lemma 16 is complete.
Assume henceforth that $|G|=p^{2} q^{b} m$, where $m$ is coprime to $p q$ and $b \in \mathbb{N}$.
Lemma 17. Suppose that $G$ is an $L C(\Theta)$-group which is not $p$-solvable. Then $G$ is not simple and every simple section $L$ of $G$ which is not $p$-solvable is isomorphic to $L_{2}(r)$, where $r$ is a prime power; moreover, $r=p, p^{2}$, or $p-1$.

Proof. Take a simple $L C(\Theta)$-group $G$. Lemma 15 yields $O_{p}(G)=1$, and by Lemmas 14 and 16 the order $|G|=p^{2} q^{b} m$, where $p>q$, is $(m, p q)=1$.

Recall that $\Theta(1)=p^{2} q$. By Theorem 1, the group $G$ is isomorphic to $L_{2}(r)$. Since the order of the Sylow $p$-subgroups of $G$ divides $p^{2}$, it follows that $r$ equals $p$, $p^{2}$, or $p-1$.

The character tables of these groups are available [15]. None of the groups listed is an $L C(\Theta)$-group for any choice of irreducible character $\Theta$.

Suppose that $G$ has a section $S$ isomorphic to a simple nonabelian group. Since the order of $S$ equals $p^{a} q^{c} m^{\prime}$, where $a \leq 2, m^{\prime} \leq m$, and $c \leq b$, while $|G|<2|P|^{3}$, Theorem 1 implies that $S \simeq L_{2}(r)$, where $r$ is a prime power.

The proof of Lemma 17 is complete.

We now finish the proof of Theorem 2.
Proof of Theorem 2. Lemma 4 and the conditions on $G$ yield

$$
p^{4} q^{2}<|G|=p^{a} q^{b} m \leq 2 p^{4} q^{2}
$$

where $a \leq 4$ by Lemma 12 . Since $G$ is not $p$-solvable, Lemmas 15 and 16 imply that $a=2$, whence $q^{b-2} m \leq 2 p^{2}$ and $q^{b-2} m>p^{2}$.

Verify that the composition series of $G$ cannot contain two composition factors which are not $p$-solvable. Indeed, by Lemma 17 each factor is isomorphic to the group $L_{2}(r)$, where $r=p, p^{2}$, or $p-1$. Suppose that $G$ has two composition factors isomorphic to $L_{2}(p)$. Then

$$
|G| \geq(1 / 4) p^{2}\left(p^{2}-1\right)^{2}
$$

while $|G|<2 p^{4} q^{2}$. Since $p>3$, it follows that $q \leq p-1$. Hence,

$$
\frac{8 p^{4} q^{2}}{p^{2}\left(p^{2}-1\right)^{2}}=\frac{8 p^{2} q^{2}}{\left(p^{2}-1\right)^{2}} \leq \frac{2 p^{2}}{(p+1)^{2}}<8
$$

Considering that $Z(G)=1$, while the outer automorphism group of the group $L_{2}(p)$ is of order 2 for odd $p$, we conclude that $G$ has an index $\leq 4$ subgroup isomorphic to $L_{2}(p) \times L_{2}(p)$.

Since for $r=p-1$ and $p>3$ the number $r$ is a power of 2 , we have $\left|L_{2}(p-1)\right|=$ $p(p-1)(p-2)>\left|L_{2}(p)\right|$. Therefore, the case that at least one of the groups $L_{2}(p)$ is replaced by $L_{2}(p-1)$ is also excluded.

Let us show that the existence of a composition factor of $G$ isomorphic to $L_{2}\left(p^{2}\right)$ is also impossible. Indeed,

$$
\left|L_{2}\left(p^{2}\right)\right|=(1 / 2) p^{2}\left(p^{4}-1\right)>\left|L_{2}(p) \times L_{2}(p)\right| .
$$

Lemma 15 yields $O_{p}(G)=1$. Put $M=O_{p^{\prime}}(G)$. If $C_{G}(M) \subseteq M$ then Lemma 5 implies that $|M| \geq|P|+1=p^{2}+1$. Since $|P|=p^{2}$, we obtain

$$
2 p^{4} q^{2} \geq|G| \geq|M|\left|L_{2}(p)\right| p=(1 / 2)\left(p^{2}+1\right) p^{2}\left(p^{2}-1\right)
$$

Observe that $q$ divides $\left|L_{2}(p)\right|$. Therefore, $q \leq(p+1) / 2$ and so $G$ coincides with a subgroup of order $(1 / 2)\left(p^{2}+1\right) p^{2}\left(p^{2}-1\right)$. Furthermore, in this case $|M|=p^{2}+1$. The latter is possible only in the case that $P$ has a unique orbit on $M \backslash\{1\}$. Then $M P$ is a Frobenius group and $P$ is a cyclic group, which is false.

Thus, $C_{G}(M) \triangleleft G$ is not $p$-solvable, but the order of $G$ is divisible by $|M| p\left|L_{2}(p)\right|$.
Moreover, there is a unique quotient of the group $C_{G}(M)$ which is not $p$-solvable, and it is isomorphic to $L_{2}(p)$. Therefore, $T \simeq L_{2}(p)$ or $T \simeq S L_{2}(p)$ is normal in $G$. There is a quotient of $G$ isomorphic to $C_{p}$, the cyclic group of order $p$, and the greatest normal $p$-solvable subgroup $S$ of $G$ is of $p$-length 1 . It is easy to see that $G / S$ is isomorphic to $L_{2}(p)$, the automorphism group of $L_{2}(q)$ of order $p\left(p^{2}-1\right)$. Thus, we have the following possibilities:
(a) $G / S \simeq P G L_{2}(p), q=2$, and $|G| \leq 8 p^{4}$;
(b) $G / S \simeq L_{2}(p), S / M$ is an extension of $C_{p}$ by a subgroup of order $q^{\mu} \mid(p-1)$;
(c) $G / S \simeq L_{2}(p),|S / M|=p$, and $q \mid(p+1) / 2$.

In all cases Theorem 6.3.3 of [2] yields $C_{S}(M) \subseteq M$, and so $|M| \geq p+1$. Since $Z(G)=1$, the case that a subgroup isomorphic to $S L_{2}(p)$ is normal in $G$ is excluded.
(a) If $q=2$ then $|G| \leq 8 p^{4}$, while $|S| 2\left|L_{2}(p)\right| \geq(p+1) p^{2}\left(p^{2}-1\right)$.

Therefore, $p \leq 7$. Since in this case the subgroup $O_{p^{\prime}}(G)$ must be of order at most 8 , we arrive at a contradiction. Case (a) is impossible.
(b) In this case $q \leq(p-1) / 2$ and $G \simeq S \times L$, where $L \simeq L_{2}(p)$. Straightforward calculations yield the bound $|M| \leq 2 p-2$. Thus, $M$ includes at most one length $p$ orbit. In particular, $M$ is an elementary abelian primary group. Hence, an arbitrary irreducible character degree $\psi$ of the group $S=M \rtimes C_{p} \rtimes C_{d}$ for $d$ dividing $p-1$ divides $d p$. Since $p^{2}>|M|$, it follows that $\psi(1) \leq d$. According to [15, pp. 262-263], all irreducible character degrees of $L_{2}(p)$ are at most $p+1$.

By Theorem 3.7.1 of [2], every irreducible character of $G$ is the product of irreducible characters of $S$ and $L$. Therefore, $G$ lacks degree $p^{2} q$ characters.
(c) The group $G=S \times L$. Since $|G| \leq 2 p^{4} q^{2}$, it follows that $|S||L| \leq 2 p^{4} q^{2}$ and $|S| \leq 4 p q^{2}+2 q$. Since $L$ lacks characters of degree greater than $p+1$ (see [15, pp. 262-263]), while each irreducible character degree of $G$ is the product of an irreducible character degree of $L$ and an irreducible character degree of $S$, it follows that an irreducible character of $S$ of degree $p q$ must exist. Therefore, $|S|>$ $p^{2} q^{2}$, whence $p<4 q$. This means that $q=(p+1) / 2$.

Recall that $q^{b-2} m<2 p^{2}$. Since $p-1$ divides $m$ in this case, it follows that $m=t(p-1)$ for some positive integer $t$. For $b=4$ we obtain $(p+1)^{2} m<8 p^{2}$. Then $m \leq 7$ and $p \leq 8$. Easy calculations exclude this possibility.

Suppose that $b=3$. Then $m \leq 4(p-1)$. In this case $|M|=q^{2} m /(p-1)=t q^{2}$, where $t \leq 4$. If $t=q=2$ then $p=3$, which is already excluded. If $t=q=3$ then $p=5$. Then $p=5$ does not divide $|O u t(M)|$. In the remaining cases $S$ has an abelian Sylow $q$-subgroup. Lemma 3 implies that $S$ cannot have an irreducible character of degree $p q$.

Suppose that $b=2$. Then $p^{2}<m<2 p^{2}$. Furthermore, $m=t(p-1)$ for some positive integer $t$. The order of $M$ equals $q m /(p-1)$. If $t=q$ or $t=2 q$ then $S$ lacks irreducible characters of degree $p q$. In all other cases the order of $S$ is less than $p^{2} q^{2}$, and so $b \neq 2$.

Now $b=1$ and $|G|=p^{2} q m$, where $p^{2} q<m<2 p^{2} q$ and $q=(p+1) / 2$. In this case $|S|=p m /(p-1)$. Since an irreducible character degree must divide the group order, this implies that $S$ lacks degree $p q$ characters, but then $G$ lacks degree $p^{2} q$ characters.

All possibilities are excluded and the proof of Theorem 2 is complete.

## 4. Proof of Theorem 3

Theorem 2 establishes that $G$ is a $p$-solvable group. In Lemma 12, on assuming that $|G| \neq 486$, the order of the Sylow $p$-subgroup $P$ of $G$ is at most $p^{3}$. Lemmas 14 and 16 show that $|P|=p^{2}$ for $O_{p}(G)=1$.

Lemma 18. $O_{p}(G)=1$ and $|P|=p^{2}$.
Proof. Suppose that $U=O_{p}(G)=1$. By Lemma 12, the subgroup $P \in$ $\operatorname{Syl}_{p}(G)$ is not normal in $G$.

Lemma 3 implies that $|U| \neq p^{2}$. Therefore, $|U|=p$. Consequently, $H=C_{G}(P)$ includes the commutant of $G$, and by Lemma 7 we have $|G / H|=q^{\lambda} \neq 1$ and the group $G / H$ is cyclic. Lemmas 1,2 , and 6 yield

$$
\Theta_{H}=\sum_{i=1}^{q} \chi_{i},
$$

where $\chi_{i} \in \operatorname{Irr}(P)$.
Since the order of $G / H$ is coprime to $p$ and $\Theta(1)=p^{2} q$, we have $\chi_{i}(1)=p^{2}$. Therefore, $H$ has $q$ conjugate irreducible characters of degree $p^{2}$. Since $|H|>p^{4} q$ and $|G / H|=q^{\lambda}$, it follows that $\lambda=1$.

There is a $q$-subgroup $Q$ of $G$ not lying in $H$. It acts by conjugation on the set of degree $p^{2}$ irreducible characters of $H$.

The Galois group acts on the set of degree $p^{2} q$ characters of $G$. The total number of degree $p^{2}$ irreducible characters of $H$ equals $p-1$. The orbits of $Q$ contain $q$ of them. Thus, the number of degree $p^{2} q$ irreducible characters of $G$ is at least $(p-1) / q$. Since we have exactly one character conjugate to $\Theta$, it follows that $p-1=q$. Therefore, in this case $p=3$ and $q=2$, which is excluded in the remark above Lemma 14. Thus, $O_{p}(G)=1$ and $|P|=p^{2}$.

The proof of Lemma 18 is complete.
Theorem 2 implies that $G$ is a $p$-solvable group, while by Lemma 18 the Sylow $p$-subgroup $P$ of $G$ is an abelian group of order $p^{2}$. Theorem 6.3.3 of [2] yields $G=O_{p^{\prime}, p, p^{\prime}}(G)$, and furthermore, $H=O_{p^{\prime}, p}(G)=M \rtimes P$, where $M=O_{p^{\prime}}(G)$. Fix this notation for the rest of the proof of Theorem 3.

Lemma 19. If $G \neq H$ then $|G: H|=q$ and $\Theta_{H}=\sum_{i=1}^{q} \chi_{i}$, where $\chi_{i} \in \operatorname{Irr}(H)$ are conjugate characters of $H$ of degree $p^{2}$.

Proof. Theorem 2 shows that the $L C(\Theta)$-group $G$ is $p$-solvable and $|G|=$ $p^{2} q^{b} m$, where $\Theta(1)=p^{2} q$; moreover, $(p q, m)=1$. Take $P \in \operatorname{Syl}_{p}(G)$ and $H=$ $O_{p^{\prime}, p}(G)$. Since $P$ is an abelian group of order $p^{2}$, it follows that $P$ is isomorphic either to the cyclic group $C_{p^{2}}$ or to the elementary abelian group $C_{p} \times C_{p}$.

Therefore, $G / H \leq \operatorname{Out}_{G}(P)$ is a $p^{\prime}$-group. Put $f=|G: H|$. By Lemma 7, the group $G / H$ cannot have normal subgroups of prime indices distinct from $q$. Since the $p^{\prime}$-group Out $_{G}(P)$ is isomorphic either to a cyclic group of order dividing $p-1$ (the case $P=C_{p^{2}}$ ) or to a group of order dividing $\left(p^{2}-1\right)(p-1)$ (the case $\left.P \cong C_{p} \times C_{p}\right)$, it follows that $q$ divides $p \pm 1$.

By Lemma 1 (Clifford's Theorem),

$$
\Theta_{H}=e \sum_{i=1}^{s} \chi_{i}
$$

where $\chi_{i}$ are conjugate irreducible characters of $H$, and furthermore, es $\chi_{1}(1)=$ $p^{2} q$, where es divides $|G: H|$. In particular, $(p, e s)=1$ implies that es $=q$ and $\chi_{i}(1)=p^{2}$. In any case we have a normal subgroup $H_{1} \geq H$ of index $q$ in $G$. Since $\Theta_{H_{1}}$ is reducible by Lemma 7 , it follows that $\Theta_{H_{1}}=e \sum_{i=1}^{q} \chi_{i}$, where $\chi_{i}(1)=p^{2}$. In particular, $\left|G: I_{G}\left(\chi_{1}\right)\right|=q$. Therefore,

$$
\chi_{1}^{G}=\sum_{i=1}^{t} e_{i} \bar{\phi}_{i}
$$

where one of the characters, for instance $\bar{\phi}_{1}$, equals $\Theta$, and

$$
\sum_{i=1}^{t} e_{i}^{2}=\left|I_{G}\left(\chi_{1}\right): H\right|=f / g
$$

It is clear that $H_{1}=I_{G}(\Theta)$. Since $H_{1}$ has $q$ irreducible characters of degree $p^{2}$, it follows that $\left|H_{1}\right| \geq\left(p^{4} q+1\right)$. On the other hand, the subgroup $M=O_{p^{\prime}}(G)$ is not centralized by any element of $P^{\#}$ in view of Lemma 3 (Ito's Theorem). Therefore, $|M|>p^{2}$, and so $|H|>p^{4}$. Consequently, from $|G|=|G: H|<2 p^{4} q^{2}$ we infer that $f=|G: H|<2 q^{2}$. Thus, Lemma 7 leaves the following open possibilities:
(a) $|G: H|=q^{2}$;
(b) $|G: H|=q(q+1)$, where either $q+1$ is a power of 2 or $q+1=3$ and $q=2$;
(c) $|G: H|=q$.

But in cases (a) and (b) we have more than one irreducible character of degree $p^{2} q$, which is false. Hence, $|G: H|=q$ and the proof of Lemma 19 is complete.

Lemma 20. If $G \neq H$ then for every irreducible character $\chi=\chi_{i}$ in the expansion of $\Theta_{H}$ there exist $p^{2}$ linear characters $\psi_{j}$ conjugate to the character $\psi=$ $\psi_{1}$, so that $\chi_{M}=\sum_{j=1}^{p^{2}} \psi_{j}$. The group $M$ is abelian.

Proof. Take an irreducible character $\psi$ of $M$ appearing in the expansion of the character $\chi_{M}$, where $\chi=\chi_{i}$ is an arbitrary irreducible character of $H$ defined in Lemma 19. According to Lemma 1,

$$
\chi_{M}=e^{\prime} \sum_{i=1}^{t} \psi_{i},
$$

where $\psi_{i}$ are characters conjugate to $\psi$, while $e^{\prime}$ and $t$ divide $|H: M|=p^{2}$. In particular,

$$
p^{2}=\chi(1)=e^{\prime} t \psi(1) .
$$

Since $(|M|, p)=1$, it follows that $\psi_{i}(1)$ is not divisible by $p$. Thus, $e^{\prime} t=p^{2}$ and $\psi_{i}(1)=1$. In particular, $\operatorname{ker}\left(\psi_{i}\right)$ contains the commutant of $M$. Hence, $\psi_{j}(y)=1$ for every $j$ and $y \in M$. Then $\chi(y)=p^{2}$ for every character $\chi$ conjugate to $\chi_{1}$. As a result, $\Theta(y)=p^{2} q$. Since $\Theta$ is faithful, it follows that $y=1$; i.e. $M^{\prime}=1$ and $M$ is an abelian group, as claimed.

Lemma 21. Suppose that $G=H$ and $G=M \rtimes P$, and that $G$ lacks index $q$ normal subgroups. Then $\Theta_{M}=\sum_{i=1}^{p^{2}} \alpha_{i}$, where $\alpha_{i} \in \operatorname{Irr}(M)$ are conjugate characters of $M$ of degree $q$.

Proof. Take an irreducible character $\alpha \in \operatorname{Irr}(M)$ of $M$ appearing in the expansion of $\Theta_{M}$ and consider its inertia group $I_{G}(\alpha)$. By Lemma 1,

$$
\Theta_{M}=e \sum_{i=1}^{s} \alpha_{i}
$$

where $\alpha_{i} \in \operatorname{Irr}(M)$, while $e$ divides $\left|I_{G}(\alpha): M\right|$ and $s$ divides $\left|G: I_{G}(\alpha)\right|$. Lemma 6 implies that $\Theta_{M}$ is a reducible character, and so $s>1$. Since $\Theta(1)=p^{2} q=e s \alpha(1)$, and furthermore, $(\alpha(1), p)=1$ (the order of $M$ is not divisible by $p$ ), it follows that $e s=p^{2}$ and $\alpha(1)=q$. Since $s \neq 1$, it follows that $e=1$.

Thus, $s=p^{2}$. The proof of Lemma 21 is complete.
Lemma 22. If $r$ is a prime divisor of $|M|$ then $M$ includes a Sylow $r$-subgroup $R$ admissible with respect to $P$.

Proof. The group $P$ acts by conjugation on the set of Sylow $r$-subgroups of $M$. The number of them is the index of the normalizer of a Sylow subgroup, which is coprime to $|P|$. Since the length of every nontrivial $P$-orbit of the group is divisible by $p$, a Sylow $r$-subgroup admissible with respect to $P$ must exist.

The proof of Lemma 22 is complete.
Lemma 23. The group $G=M \rtimes P$ includes the subgroups $Q P$ and $R P$ of orders $q^{b} p^{2}$ and $r^{\alpha} p^{2}$ respectively; furthermore, $r^{\alpha} \mid m$, where $P, Q$, and $R$ are Sylow $p$-, $q$-, and $r$-subgroups of $G$. In particular, $M$ has Hall $\{p, q\}$ - and $\{p, r\}$-subgroups.

Proof. As we said above, $G=M \rtimes P$, where $|M|=q^{b} m$ and $|P|=p^{2}$ with $(p, q m)=1$. Since $P$ acts by conjugation on the set of Sylow $q$-subgroups of $M$,
while the number of them is not divisible by $p$, it follows that there is a Sylow $q$ subgroup $Q$ of $M$ invariant under $P$. Therefore, $G$ includes the subgroup $L=Q P$ of index $m$. Lemma 22 implies that $G$ also includes the subgroup $Y=R P$ of index $\frac{q^{b} m}{r^{\alpha}}$.

The proof of Lemma 23 is complete.
Lemma 24. If $G=H$ then one of the following claims holds:

1. $G=Q C_{G}(P)$, where $|Q|=q^{b}$, and moreover, $q^{b}>p^{2}$.
2. $G=R C_{G}(P)$, where $|R|=r^{\alpha}$ divides $m$.
3. $G=C_{G}(a) C_{G}(u)$, where $P=\langle a\rangle \times\langle u\rangle$ is of order $p^{2}$.

Proof. Recall that $|G|=p^{2} q^{b} m$ and $(p, q m)=1$; furthermore, $q^{b-2} m<2 p^{2}$.
Take $R \in \operatorname{Syl}_{r}(G)$, where $r \mid m$. If $P$ acts nontrivially on $R$ then $|R| \geq p+1$.
Suppose now that $P$ acts trivially on every Sylow subgroup of $G$ except $R$. Lemma 11 shows that $G$ has a normal subgroup $Y_{1}$ which is the normal closure of $P$ included in $Y=R P$. Ito's Theorem (Lemma 3) implies that $P \neq Y_{1}$. Hence, without loss of generality we may assume that $Y_{1}=R_{1} \rtimes P=\left\langle P^{G}\right\rangle$, where $R_{1}$ is a subgroup of $R$ on which $P$ acts nontrivially. In this case $G=R C_{G}(P)$, so that claim 2 holds.

If $P$ acts nontrivially, besides $R \in \operatorname{Syl}_{r}(G)$, on some $S \in \operatorname{Syl}_{s}(G)$, where $s \mid m$ and $s \neq r$, then $|S| \geq p+1$, and furthermore, $m \geq|S||R| \geq(p+1)(2 p+1)>2 p^{2}$. Hence, $m>2 p^{2}$. Since $q^{b-2} m<2 p^{2}$, it follows that $b=1$. Therefore, $|G|=p^{2} q m$, where $(m, p q)=1$.

If for every simple $r \in \pi(M)$ the group $P$ acts trivially on some $R \in \operatorname{Syl}_{r}(G)$ then $G=M \times P$, which is impossible.

Suppose that for every $r \neq q$ the subgroup $P$ acts trivially on some Sylow $r$ subgroup of $M$ from $M=O_{p^{\prime}}(G)$. Lemma 11 shows that $G$ has a normal subgroup $L_{1}$, which is the normal closure of $P$ included in $L=Q P$, of order divisible by $p^{2}$. Lemma 3 implies that $P \neq L_{1}$; therefore, $L_{1}=Q_{1} \rtimes P=\left\langle P^{G}\right\rangle$, where $Q_{1} \leq Q$. Then $G=Q C_{G}(P)$; furthermore, $q^{b}>p^{2}$ and claim 1 holds.

Finally, it is possible that $P$ acts nontrivially on both $R$ and $Q$, where $|Q|=q^{b}$ and $|R|=r^{\alpha} \mid m$.

It is clear that $|R| \geq 1+p$. If $|R| \geq p^{2}$ then $m \geq p^{2}+1$, and $m q^{b-2} \leq 2 p^{2}$ forces $q^{b-2} \leq 1$, so that $b=1$ or 2 .

But in this case $|P|>|Q|$ and $P$ cannot act nontrivially on $Q$ with the exception of the case when $q=2$ and $p=3$. This case is considered above, and we assume henceforth that $b \geq 3$.

Therefore, $|R|<p^{2}$, and so there exists an order $p$ element acting identically on $R$. Furthermore, $m \geq|R| \geq p+1$.

Consider $L=Q \rtimes P$. Since by Burnside's Theorem (Theorem 5.1.4. of [2]) every order $p$ element not centralizing $Q$ must act nontrivially on $Q / \Phi(Q)$, it follows that $|\Phi(Q)| \leq q$.

Therefore, the following cases are possible:
(1) $Q$ is an extraspecial group of order $q^{b}$, where $p$ divides $q^{b-1}-1$, and moreover, $\Phi(Q)=Z(Q)=Q^{\prime}$ is of order $q$ and $|Q / \Phi(Q)|=q^{b-1}$.

In this case $b-1$ is even. Suppose that $b-1=2 s$; then $q^{2 s}-1=\left(q^{s}-1\right)\left(q^{s}+1\right)$ is divisible by $p$. Hence, $p \leq q^{\frac{b-1}{2}}+1<q^{b-2}$; however, $q^{b-2} m<2 p^{2}$. Then $m<p$, which is impossible.
(2) $Q$ is a nonelementary abelian and $|\Phi(Q)|=q$. Then $Q=\langle a\rangle \times Q_{1}$; furthermore, $|\langle a\rangle|=q^{2}$ and $\left|Q_{1}\right|=q^{b-2}$. It is clear that $\left\langle a^{q}\right\rangle$ is centralized by $P$ and
$\left\langle a^{q}\right\rangle \times Q_{1}=\Omega(Q) \triangleleft L$. By Maschke's Theorem there exists $\widetilde{Q_{1}}$ of order $q^{b-2}$ with $\left\langle a^{q}\right\rangle \times \widetilde{Q_{1}}=\Omega(Q)$; consequently, $P$ acts trivially on $Q$, which is excluded.
(3) $Q$ is an elementary abelian of order $q^{b}$, and furthermore, $q^{b-1}-1 \equiv 0(\bmod p)$. Since $q^{b}=q\left(q^{b-1}-1\right)+q=q p t+q$ and $p^{2}>q^{b}>p$, it follows that there exists an order $p$ element $a$ centralizing $Q$. Also there exists an order $p$ element $u$ centralizing $R$. Moreover, $\langle a\rangle \neq\langle u\rangle$ because $Z(G)=1$. Thus, $C_{G}(a) C_{G}(u) \geq G$ and $P=\langle a\rangle \times\langle u\rangle$, where $a^{p}=u^{p}=1$, i.e. claim 3 holds.

The proof of Lemma 24 is complete.
Lemma 25. Let $\alpha$ be an irreducible character of the group $M$ of degree $q$ appearing in the expansion of $\Theta_{M}$. Then for $K \triangleleft M$ the character $\alpha_{K}$ is reducible.

Proof. Lemmas 11 and 24 imply that $M$ is not a simple group. This is obvious if $\pi(m)=1$. The same holds for $\pi(m)=2$ : indeed, if $G=R C_{G}(P)$ for some Sylow subgroup $R$ of $M$, then by Lemma 11 we have a normal subgroup of $G$ included into $M$ (cases 1 and 2 of Lemma 24). But if no nonidentity element of $P$ centralizes at least a pair of Sylow subgroups of $M$, for instance $R$ and $S$, which $P$ normalizes, and furthermore, one of them is a Sylow $r$-subgroup of $M$, while the second one is a Sylow $s$-subgroup, where $r \neq s \in \pi(m)$, then $m>(p+1)(2 p+1)>2 p^{2}$. Hence, $b=1$ and $|G|=p^{2} q m$.

In this case $P$ centralizes $Q \in \operatorname{Syl}_{q}(M)$. Suppose that $|\pi(m)|=2$. Suppose that $C_{P}(R)=\langle a\rangle$. Then $\left|G: C_{G}(a)\right|$ is a power of $s$. By Lemma 11 we conclude that the subgroup $\left\langle a^{G}\right\rangle$ is a solvable $\{p, s\}$-subgroup, so that $M$ is not simple. If $|\pi(m)| \geq 3$ and $P^{\#}$ contains no element the index of whose centralizer is a prime power then $m \geq 2(p+1)^{3}$, so that $m q^{-1}>2 p^{2}$; this is a contradiction. Thus, in all cases $M$ is not simple.

Denote by $K$ the greatest proper normal subgroup of $M$. By Lemma 1,

$$
\alpha_{K}=e \sum_{s=1}^{d} \lambda_{s}
$$

where $d$ and $e$ are positive integers dividing $|M: K|$, and $\lambda_{s}$ are irreducible characters of $K$ conjugate with $\lambda_{1}=\lambda$. Hence, $q=\alpha(1)=e d \lambda(1)$. If $\alpha_{K}$ is irreducible for every $\alpha$ appearing in the expansion of $\Theta_{M}$ then $K$ has $p^{2}$ irreducible characters of degree $q$. Then its order is at least $q^{2} p^{2}+1$, while

$$
|K| \leq|M| /(|M: K|) \leq p^{2} q^{2}+1
$$

this is a contradiction. Hence,

$$
\alpha_{K}=\sum_{s=1}^{q} \lambda_{s}
$$

where $\lambda_{s}$ are linear characters.
The proof of Lemma 25 is complete.
Proof of Theorem 3. Lemma 25 implies that the intersection of the kernels of the characters $\lambda_{s}$ appearing in the expansion of $\Theta_{K}$ contains the commutant of $K$, and so it is trivial. Thus, the subgroup $K$ of $G$, of index $p^{2} q$ in $G$, is abelian, as claimed.

The proof of Theorem 3 is complete.
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# PARTICULARITIES OF INFINITE SYSTEMS 

F. M. Fedorov, O. F. Ivanova, and N. N. Pavlov


#### Abstract

Basing on the previous results on infinite Gaussian systems, we study the key fundamental differences between general infinite systems and finite systems. In particular, we show that Fredholm's and Noether's theorems fail for general infinite systems of linear algebraic equations. In addition, we refine the row reduction method, showing in particular that it can converge though not to the solution to the infinite system under consideration. We also indicate that the row reduction method for solving homogeneous infinite systems reveals duality. The solution of homogeneous infinite systems is of a contradictory character as regards finite homogeneous systems. In particular, we show that a homogeneous infinite system can have a nontrivial solution even if its infinite determinant is nonzero.

In addition, solving a linear homogeneous infinite system necessarily reduces to a nonlinear equation, called the characteristic equation, which is impossible for finite systems.


Keywords: infinite Gaussian system, linear algebraic equations, Fredholm's theorems, Noether's theorem, Gauss transformation, row reduction method, homogeneous systems

## Introduction

After more than 200 years of research in infinite systems, their general theory is still absent, although particular theories are developed for isolated types of infinite systems [1,2]. The general theory turned out exceedingly complicated on the one hand; and on the other hand, it is rather rich and widely applied in many areas of mathematics, mechanics, and physics. All that forced mathematicians all over the world to start studying particular classes of infinite systems. Active studies of infinite systems and the rise of functional analysis practically coincided in time at the end of the 19th and the beginning of the 20th centuries. The success of functional analysis and its wide applications in various areas of mathematics and physics predetermined the application of its methods to study infinite systems. Presently, about the dozen classes of infinite systems are completely understood: normal systems, regular and totally regular systems, multiplicative systems, systems with difference indices, and so on [2]. All these studies successfully applied functional analysis methods, but their application requires certain restrictive assumptions on the coefficient matrix and the right-hand side of the infinite system related to infinite systems in normed spaces. Norm convergence in Banach spaces implies strong convergence.

Thus, all available works $[2,3]$ admit that the right-hand sides $b_{j}$ are jointly bounded: $b_{j} \leq B$. In addition, the weakest restriction on the coefficients of the system $a_{i, j}$ which must be imposed amounts to $\sum_{i=1}^{\infty}\left|d_{i, j}\right|<\infty$, where $a_{i, i}=1+d_{i, i}$ for $i=j$ and $a_{i, j}=d_{i, j}$ for $i \neq j$. The systems for which these conditions fail a priori
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cannot be considered as objects of study, which has eventually led to a critical situation.

Precisely the development of the theory of periodic infinite systems [1] made it possible to study infinite systems from general viewpoints and enabled us in the recent years to push ahead from the crisis.

In all our studies we stick to the concept of weak convergence; more exactly, the coordinate-wise convergence. Thus, right away we avoid restrictive assumptions on the coefficients and right-hand sides of an infinite system, sticking only to the definition of solution to a system.

In this article, basing on the previous results and examples of solutions to concrete infinite systems, we exhibit the main distinctive features of their solution as compared to solutions of finite systems. In this regard, we also indicate the difficulties that might happen while solving them.

For the main facts on infinite systems, matrices, determinants, and minors, see $[1-3]$.

First of all, let us dwell on the well-known theorems of Fredholm and Noether on the solutions to finite systems of linear equations.

## 1. Fredholm's and Noether's Theorems

To begin with, consider the question of solvability of a finite system of $n$ linear algebraic equations with $n$ unknowns. We can express every system as one linear equation

$$
\begin{equation*}
A x=b \tag{1}
\end{equation*}
$$

where $b$ is a given vector, $x$ is the required solution vector, and $A$ is a linear operator in the $n$-dimensional Euclidean space $\mathbb{R}^{n}$ defined by the matrix of the system.

Recall the main facts of linear algebra concerning this finite system [4,5].

1. Eq. (1) is solvable for every right-hand side if and only if the corresponding homogeneous equation $A x=0$ admits only the trivial solution $x=0$.
2. Eq. (1) is solvable for every right-hand side if and only if the adjoint equation

$$
\begin{equation*}
A^{*} y=f \tag{2}
\end{equation*}
$$

is solvable for every right-hand side.
3. The equations $A x=0$ and $A^{*} y=0$ have the same number of linearly independent solutions.
4. If the homogeneous equation $A x=0$ admits a nontrivial solution then the inhomogeneous equation (1) is solvable if and only if the right-hand side $b$ is orthogonal to all solutions of the adjoint homogeneous equation $A^{*} y=0$.

Properties 1,3 , and 4 for finite systems of algebraic equations are reflected in Fredholm's theorems.

We should emphasize that properties 1 and 2 hold when the determinant $|A|$ of the system (1) in nonzero, while property 4 , in contrast, is interesting principally when the determinant $|A|$ is zero.

Note now Noether's theorems for finite systems [6]: the difference between the number $n$ of linearly independent solutions to the homogeneous equation $A x=0$ and the number $n^{\prime}$ of linearly independent solutions to the adjoint equation $A^{*} y=0$ equals the index $\varkappa$ of the operator $A$ (the index of (1)): $n-n^{\prime}=\varkappa(A)$.

What is the situation in the case of infinite systems? Which properties hold and which do not in the theory of infinite systems? Do some new properties appear? We can answer these questions only basing on our results. Therefore, consider a concrete
example of an infinite system. We should emphasize that it arose in mathematical physics while solving a boundary value problem by the boundary method [7, 8], i.e., it is not just some abstract system.

Example 1. Consider the following basic model of heat problem with variable boundary conditions [7]:

$$
\begin{gather*}
\frac{\partial T(x, t)}{\partial t}=\alpha \frac{\partial^{2} T(x, t)}{\partial x^{2}}, \quad 0<x<1 \\
\frac{\partial T(x, t)}{\partial x}=0, \quad x=0  \tag{3}\\
T(x, t)=V \exp (\nu t), \quad x=1 \\
T(x, t)=0, \quad t=0
\end{gather*}
$$

The first stage in solving (3) by the boundary method [8] amounts to solving the infinite system [7]

$$
\begin{equation*}
\sum_{p=0}^{\infty} \frac{(2 j+2 p)!}{(2 p)!} x_{j+p}=V \exp (\nu t)\left(\frac{\nu}{\alpha}\right)^{j}, \quad j=\overline{0, \infty}, b=\frac{\nu}{\alpha}=\text { const }>0 \tag{4}
\end{equation*}
$$

where $x_{j}=a_{j}(t)$ and $a_{j}(t)$ are the coefficients of the power series expansion of the temperature function $T(x, t)$ in the spatial coordinate $x$.

Clearly, all row series of absolute values of the matrix entries of (4) diverge:

$$
\sum_{p=0}^{\infty}\left|a_{j, j+p}\right|=\sum_{p=0}^{\infty} \frac{(2 j+2 p)!}{(2 p)!}=\infty, \quad j=0,1,2, \ldots
$$

In addition, the right-hand sides of (4) for $b>1$ are not jointly bounded. Nevertheless, this system has a solution obtained using the row reduction method in the broad sense [7]:

$$
\begin{gather*}
x_{j}^{(k)}=\frac{(-1)^{j+1} V \exp (\nu t)}{(2 j)!\cosh \sqrt{\frac{\nu}{\alpha}}}\left\{\left[\frac{\pi(2 k+1)}{2}\right]^{2 j}-\left(-\frac{\nu}{\alpha}\right)^{j}\right\} \\
+\frac{(-1)^{j} x_{0}}{(2 j)!}\left[\frac{\pi(2 k+1)}{2}\right]^{2(j-1)}, \quad k, j=0,1,2, \ldots \tag{5}
\end{gather*}
$$

where $x_{0}$ is an arbitrary real number.
Since $x_{0}$ is arbitrary, we can express the solution to (5) in general form as

$$
\begin{gather*}
x_{j}^{(k)}=\frac{V \exp (\nu t)}{(2 j)!\cosh \sqrt{\frac{\nu}{\alpha}}}\left(\frac{\nu}{\alpha}\right)^{j} \\
+\frac{(-1)^{j} x_{0}}{(2 j)!}\left[\frac{\pi(2 k+1)}{2}\right]^{2 j}=x_{j}+\tilde{x}_{j}^{(k)}, \quad k, j=0,1,2, \ldots \tag{6}
\end{gather*}
$$

where $x_{j}$ is a particular solution to the inhomogeneous system (4) and $\tilde{x}_{j}^{(k)}$ are solutions to the homogeneous system (4) independent with respect to $k$, i.e., for $b=0$.

It is clear from (6) that for infinite systems in general properties $1-4$ of finite linear equations (1) are violated; even more so, Fredholm's theorems fail, and therefore Fredholm's alternative as well. In addition, Noether's theorem breaks down. Indeed, $\tilde{x}_{j}^{(k)}$ is a nontrivial solution to the corresponding homogeneous system (4),
even though the infinite inhomogeneous system (4) has a solution, i.e., property 1 fails.

As for property 1, we can give more general arguments. Express an infinite system also as a linear equation (1), but in matrix form $A X=B$. Assume that the infinite determinant $|A|$ exists and is nonzero. However, the existence (or not) of the inverse matrix $A^{-1}$ in general is independent of the presence of nontrivial solutions to the corresponding homogeneous equation. Thus, the solvability of an infinite system is also independent of the existence of nontrivial solutions to the homogeneous system. Assume now that at least a left inverse matrix $A^{-1}$ exists. Then (1) yields $X=A^{-1} B$, but the product $A^{-1} B$ need not exist because the corresponding series may diverge, and then solutions to the system need not exist.

Property 2 also fails. For a Gaussian matrix $A$ the transpose $A^{T}$, which in our case is the same as the adjoint matrix $A^{*}$, is a triangular infinite matrix. Cook showed [9] that these matrices have unique inverse matrices. This implies that the adjoint equation (2) has a unique solution for each right-hand side $f$ because triangular matrices have finite rows and so they can be multiplied:

$$
\begin{equation*}
\left(A^{*}\right)^{-1} A^{*} y=\left(A^{*}\right)^{-1} f, \quad y=\left(A^{*}\right)^{-1} f \tag{7}
\end{equation*}
$$

However, (1) is not always solvable even if the infinite determinant is nonzero; we discuss that in detail below in Examples 2 and 3. As (7) implies, the adjoint homogeneous equation (2) always admits only the trivial solution; consequently, as Example 1 shows, property 3 fails too. Since the solvability of (1) is independent of the solvability of the homogeneous adjoint equation (2), it becomes evident that (4) fails. The solution (6) in Example 1 points out directly at a violation of Noether's theorem.

Therefore, for general infinite systems of linear algebraic equations (1) we lose the solvability theorems, Fredholm's and Noether's theorems, and it is impossible to study (1) using Fredholm or Noether operators $A$.

The main difference of finite systems from infinite ones is that even if the infinite determinant is nonzero the homogeneous infinite system can have nontrivial solutions, which is impossible for finite systems.

However, certain infinite systems reduce to finite systems, and the prefix "quasi" was suggested for them.

## 2. Pseudoinfinite Systems

Along with the prefix "quasi", introduce the concept of pseudoinfinite systems. Apparently, this term was applied for the first time to regular infinite systems [3]. Call quasiregular every system in which the regularity condition is satisfied only in all rows starting at some, i.e., the regularity condition is violated for finitely many equations. As [3] showed, the existence of a solution to these system reduces to that for a finite system. By analogy, we can introduce the concept of quasihomogeneous systems. Quasiperiodic systems appeared in the same fashion [2]. Here we introduce the concept of pseudoinfinite systems, but of a different kind than the above quasisystems. There exist infinite systems taking an intermediate position between finite and infinite systems. This is best seen by solving a concrete infinite system.

Example 2. Consider the infinite system with difference indices:

$$
\begin{equation*}
\sum_{p=0}^{\infty} a_{p} x_{j+p}=b^{j}, \quad j=0,1, \ldots \tag{8}
\end{equation*}
$$

where $a_{0}=1, a_{1}=a, a_{2}=a_{3}=\cdots=0, a=$ const, $b=$ const, and $1+a b \neq 0$. Find a strictly particular solution to (8), as soon as it exists.

Solution. Observe that the Gaussian system (8) differs substantially from the general infinite Gaussian system; namely, each equation involves only finitely many terms (unknowns). In this case only two terms are present. For this reason, two fundamentally different approaches arise when we apply the row reduction method. Firstly, we can solve (8) without throwing terms away, but restricting only the number of equations. Then the finite system has degenerate matrix. Therefore, in this case it is convenient to use the row reduction method in the broad sense $[1,2]$. Secondly, we can close this finite system by throwing away one term just in the last equation and putting $x_{n}=b^{n}$. Then it becomes possible to use the row reduction method in the narrow sense $[1,2]$, namely, the usual simple reduction.

The infinite system (8) is also attractive in that we can solve it in at least four different ways. Its general solution is given in [1] as an example of solving periodic infinite systems:

$$
\begin{equation*}
x_{j}=\frac{b^{j}}{1+a b}+\frac{(-1)^{j} C}{a^{j}}, \quad 1+a b \neq 0, \quad j=0,1, \ldots \tag{9}
\end{equation*}
$$

where $C$ is an arbitrary constant.
Secondly, we can consider (8) as a difference equation. The theory of those appeared in the classical works, for instance in [10]; naturally, applying it, we obtain the solution (9).

The coefficient matrix $A$ of (8) is

$$
A=\left(\begin{array}{cccccccc}
1 & a & 0 & 0 & . & 0 & 0 & .  \tag{10}\\
0 & 1 & a & 0 & . & 0 & 0 & . \\
0 & 0 & 1 & a & . & 0 & 0 & . \\
. & . & . & . & . & . & . & . \\
. & . & . & . & . & . & . & . \\
0 & 0 & 0 & 0 & . & 1 & a & . \\
0 & 0 & 0 & 0 & . & 0 & 1 & . \\
. & . & . & . & . & . & . & .
\end{array}\right)
$$

and its infinite determinant obviously equals 1 ; i.e., $|A|=1$.
Below we solve (8) in two more ways. Firstly, solve (8) using the general theory of infinite systems [11], according to which a strictly particular solution to an infinite Gaussian system, whenever it exists, is expressed [11] as

$$
\begin{equation*}
x_{j}=\Delta^{(j+1)}=\sum_{p=0}^{\infty}(-1)^{p} A_{p}(j) b_{j+p}, \quad j=0, \ldots, \infty \tag{11}
\end{equation*}
$$

Furthermore, $A_{p}(j)$ is defined recursively as

$$
\begin{equation*}
A_{p}(j)=\sum_{k=0}^{p-1}(-1)^{p-1-k} a_{j+k, j+p} A_{k}(j), \quad A_{0}(j)=1 \tag{12}
\end{equation*}
$$

where $a_{j+k, j+p}$ are the matrix entries of (10) and $\Delta^{(j+1)}$ is the Cramer determinant, which is the determinant $|A|$ with column $j+1$ replaced by the column of right-hand sides $b_{k}=b^{k}$ of (8).

Actually, $A_{p}(j)$ constitute the sequence of principal minors of the determinant

$$
A_{n}(j)=\left|\begin{array}{ccccc}
a_{j, j+1} & 1 & \ldots & 0 & 0  \tag{13}\\
a_{j, j+2} & a_{j+1, j+2} & \ldots & 0 & 0 \\
\cdot & \cdot & \cdots & \cdot & \cdot \\
\cdot & \cdot & \cdots & \cdot & \cdot \\
a_{j, j+n-1} & a_{j+1, j+n-1} & \cdots & a_{j+n-2, j+n-1} & 1 \\
a_{j, j+n} & a_{j+1, j+n} & \cdots & a_{j+n-2, j+n} & a_{j+n-1, j+n}
\end{array}\right|
$$

we put $A_{0}(j)=1, A_{1}(j)=a_{j, j+1}, A_{2}(j)=\left|\begin{array}{cc}a_{j, j+1} & 1 \\ a_{j, j+2} & a_{j+1, j+2}\end{array}\right|$, and so on. In our case $A_{p}(j)$ are the order $p$ principal minors of the determinant of the matrix

$$
\left(\begin{array}{cccccccc}
a & 1 & 0 & 0 & . & 0 & 0 & .  \tag{14}\\
0 & a & 1 & 0 & . & 0 & 0 & . \\
0 & 0 & a & 1 & . & 0 & 0 & . \\
. & . & . & . & . & . & . & . \\
. & . & . & . & . & . & . & . \\
0 & 0 & 0 & 0 & . & a & 1 & . \\
0 & 0 & 0 & 0 & . & 0 & a & . \\
. & . & . & . & . & . & . & .
\end{array}\right) .
$$

Calculating this principal minors or using (12), we easily obtain $A_{p}=a^{p}$. Then (11) yields

$$
\begin{equation*}
\Delta^{(j+1)}=b^{j} \sum_{p=0}^{\infty}(-1)^{p} a^{p} b^{p}, \quad j=0, \ldots, \infty \tag{15}
\end{equation*}
$$

However, this series converges if and only if $|a b|<1$, and in this case we find

$$
\begin{equation*}
x_{j}=\Delta^{(j+1)}=\frac{b^{j}}{1+a b}, \quad 1+a b \neq 0 \tag{16}
\end{equation*}
$$

Inserting this expression into (8), we verify that it is a strictly particular solution to (8) for $|a b|<1$. Therefore, the condition $|a b|<1$ is necessary and sufficient for the convergence of the row reduction method. However, it is obvious that this condition is simultaneously a condition on both the matrix $A$ and the right-hand side $b$ of (8). Meanwhile, it is known [12] that the linear operator defined by the coefficient matrix $A$ of the infinite system must be expressible as the sum of a positive definite operator and a totally continuous operator. Under these conditions $A$ admits reduction with respect to all orthonormal bases; hence, we obtain a strong condition for the convergence of reduction. This result is a corollary of strong convergence, which is convergence in the norm of the space, while we consider weak convergence, which is coordinatewise convergence, which yields a weaker condition for the convergence of the row reduction method.

It is obvious that the solution of (9) is independent of $|a b|$ being greater or less than 1. Together with that, we have the main theorem [11]: an infinite Gaussian system is consistent if and only if it admits a strictly particular solution. As we showed above, (8) with $|a b|>1$ lacks strictly particular solutions; consequently, the main theorem shows that it is inconsistent, although (8) has solution (9) for $|a b|>1$ as well. Seemingly this is a would-be contradiction, so what is the matter? Applying the row reduction method to prove the theorem mentioned, we assume that in each equation (more exactly, in infinitely many equations) we throw away infinitely many
terms. In other words, we consider the infinite Gaussian system in full form in the sense that infinitely many equations involve infinitely many unknowns, while (8), as indicated above, in each equation involves just two unknowns, which makes it possible to obtain a solution without reduction. This is our fourth approach. Thus, consider (8) as one recurrence

$$
\begin{equation*}
x_{j-1}+a x_{j}=b^{j-1}, \quad j=1,2, \ldots . \tag{17}
\end{equation*}
$$

Solving this for $x_{j}$, we find

$$
\begin{equation*}
x_{j}=\frac{b^{j-1}-x_{j-1}}{a} . \tag{18}
\end{equation*}
$$

Repeating this formula $j$ times, we obtain

$$
\begin{equation*}
x_{j}=\frac{1}{a^{j}}\left(\sum_{p=0}^{j-1}(-1)^{p}(a b)^{j-p-1}+(-1)^{j} x_{0}\right), \quad j>0 \tag{19}
\end{equation*}
$$

where $x_{0}$ is an arbitrary constant.
Express $x_{0}$ as $x_{0}=\frac{1}{1+a b}+C$, where $C$ is an arbitrary constant. Insert the last expression into (19) and make simple rearrangements. This yields

$$
\begin{equation*}
x_{j}=\frac{1}{a^{j}}\left(\sum_{p=0}^{j-1}(-1)^{p}(a b)^{j-p-1}+\frac{(-1)^{j}}{1+a b}+(-1)^{j} C\right)=\frac{b^{j}}{1+a b}+\frac{(-1)^{j} C}{a^{j}}, \quad j>0 . \tag{20}
\end{equation*}
$$

Thus, we arrive at the solution (9).
Since $\frac{(-1)^{j} C}{a^{j}(1+a b)}$ is a general solution to the corresponding homogeneous system, it is obvious that the expression

$$
\frac{1}{a^{j}}\left(\sum_{p=0}^{j-1}(-1)^{p}(a b)^{j-p-1}\right), \quad j>0
$$

is a particular solution to (8) obtained as a consequence of the finiteness of each equation of (8). Together with that, for $|a b|>1$ it is not a strictly particular solution, although that is so for $|a b|<1$, as we showed above. Therefore, the infinite system (8) behaves partly like an infinite system and partly like a finite system. Naturally, in the latter case some properties of infinite systems are lost; in particular, the row reduction method diverges because (19) involves only a finite sum, while the series, like in (15), is absent.

Now solve the infinite system (8) using the row reduction method in the narrow sense, i.e., apply simple reduction. In this case, as we said above, by the finiteness of the equations, throwing away only the last term of the last equation, we obtain the system of three equations

$$
\left\{\begin{array}{l}
x_{n-2}+a x_{n-1}=b^{n-2}  \tag{21}\\
x_{n-1}+a x_{n}=b^{n-1} \\
x_{n}=b^{n}
\end{array}\right.
$$

with three unknowns $x_{n-2}, x_{n-1}, x_{n}$. It becomes clear that for arbitrary $n \geq 2$ all equations of (21) correspond precisely to the equations of the infinite system (8)
except for the last. Solving this system, we obtain $x_{n-2}=b^{n-2}-a b^{n-1}+a^{2} b^{n}$, $x_{n-1}=b^{n-1}-a b^{n}$, and $x_{n}=b^{n}$. Hence, induction yields

$$
x_{n-j}=\sum_{p=0}^{j}(-1)^{p} a^{p} b^{n-j+p}, \quad j=0, \ldots, n .
$$

Reindexing, we finally obtain the reduced solution

$$
\stackrel{n}{x}_{j}=\sum_{p=0}^{n-j}(-1)^{p} a^{p} b^{j+p}
$$

Passing to the limit as $n \rightarrow \infty$ in the last expression, we arrive at the series (15) for $|a b|<1$, which confirms the necessity of applying the row reduction method in the narrow sense while solving inhomogeneous infinite systems.

Thus, infinite systems with infinitely many finite equations do not fully have the properties of general infinite systems, but share some features of finite systems. Hence, we can give them a special name, for instance, semi-infinite or quasi-infinite systems, and study them separately from general (full) systems. We suggest to apply the term pseudoinfinite systems and study them separately from general (full) systems. A typical example of pseudoinfinite system is an infinite system with a diagonal matrix: the infinite system $a_{j} x_{j}=b_{j}$, where $a_{j} \neq 0$. Actually, this system is finite, as it is one equation with one unknown. It is obvious that its solution is $x_{j}=\frac{b_{j}}{a_{j}}$. However, when we treat it as infinite, the results are clearly absurd already because for $|a|>1$ the infinite determinant of this system does not exist. Therefore, by an infinite system in general we understand a system containing infinitely many equations with infinitely many nonzero coefficients $\left(a_{j, i} \neq 0\right)$.

## 3. The Nonlinear Character of Solutions to Infinite Homogeneous Systems. Duality of the Row Reduction Method

In order to demonstrate the nonlinear character of solutions to homogeneous infinite systems, return to Example 1, more precisely, to solution (6) to (4) in the homogeneous case ( $b=0$ ):

$$
\begin{equation*}
x_{j}^{(k)}=\frac{x_{0}}{(2 j)!}\left[\frac{\pi(2 k+1)}{2}\right]^{2 j}, \quad k=0,1,2, \ldots, j=1,2,3, \ldots, \tag{22}
\end{equation*}
$$

where $x_{0}$ is an arbitrary real number.
We emphasize that for $x_{0}=1$ this expression yields a basis of an infinitedimensional subspace of nontrivial solutions to the homogeneous infinite system (4), while the solution of type (22) itself for $x_{0} \equiv x_{0}^{k}=$ const is called in [1] the fundamental solution to the homogeneous system.

Let us repeat the method for obtaining (22) in more details to answer the question: What is so special about it? To this end, consider the homogeneous periodic Gaussian system

$$
\begin{equation*}
\sum_{p=0}^{\infty} a_{j, j+p} x_{j+p}=0, \quad j=0,1,2, \ldots \tag{23}
\end{equation*}
$$

where the coefficients $a_{j, j+p}$ satisfy $a_{j, j+p}=a_{p} a_{j+p, j+p}$ by the periodicity of this system, and apply to it the general approach of [11] to studying infinite systems.

In order to solve (23), firstly we shorten it using the row reduction method in the broad sense and obtain a solution to the cutoff homogeneous finite Gaussian system in the form [11]:

$$
\begin{equation*}
\stackrel{n}{x}_{j}=-S_{n-j} \stackrel{n}{x}_{j+1} \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{n-j}=\frac{a_{j, j+1}}{a_{j, j}}+\sum_{p=2}^{n-j} \frac{(-1)^{p+1} a_{j, j+p}}{a_{j, j}^{p-1} \prod_{k=1} S_{n-j-k}}, \quad S_{1}=\frac{a_{n-1, n}}{a_{n-1, n-1}}, \quad j=\overline{1, n-2} . \tag{25}
\end{equation*}
$$

Here $S_{n-j}$ is a function of $j$, i.e., $S_{n-j}=S_{n-j}(j)$.
Previously we showed [1,11] that if the limit $\lim _{n \rightarrow \infty} S_{n-j}(j)=S(j)$ exists and we can pass to the limit in (25) termwise then $x_{j}=\lim _{n \rightarrow \infty} \stackrel{n}{x}_{j}$. This enables us to find a nontrivial solution to (23). Furthermore, the numbers $S(j)$ amount to the socalled characteristic values of the corresponding nontrivial solution to (23). Solving the arising recurrence, we obtain the nontrivial solution

$$
\begin{equation*}
x_{j}=\frac{(-1)^{j} x_{0}}{\prod_{k=0}^{j-1} S(k)}, \quad j=\overline{1, \infty}, \tag{26}
\end{equation*}
$$

where $x_{0}$ is an arbitrary real number, and $S(j)$ are unknown characteristic values.
Passing to the limit in (25) yields the system of nonlinear equations

$$
\begin{equation*}
\sum_{p=0}^{\infty} \frac{(-1)^{p} a_{j, j+p}}{a_{j, j} \prod_{k=0}^{p-1} S(j+k)}=0, \quad j=0,1,2, \ldots \tag{27}
\end{equation*}
$$

for determining $S(j)$, where we put $\prod_{k=0}^{-1} S(j+k)=1$ for every $j$ to unify notation.
We should note that, inserting (26) into (23), we also obtain (27) because $x_{0}$ is arbitrary. If (27) lacks solutions for $S(j)$ then the homogeneous system (23) admits only the trivial solution.

We should particularly emphasize the following. In fact the applicability of the row reduction method to homogeneous infinite systems ends with (26) and (27). To elucidate this point, return to Example 1, or more precisely, to (22).

Since the solutions to systems with periodic and difference indices are isomorphic, it suffices to consider a system with difference indices ( $a_{j, j} \equiv 1$ ) [1]. The isomorphism goes via the correspondence $y_{j}=\frac{x_{j}}{a_{j, j}}$, where $y_{j}$ is a solution to the periodic system, while $x_{j}$, to the system with difference indices. Then instead of (23) we can consider the system ( $\left.a_{p}=\frac{1}{(2 p)!}\right)$ :

$$
\begin{equation*}
\sum_{p=0}^{\infty} \frac{1}{(2 p)!} x_{j+p}=0, \quad j=1,2,3, \ldots \tag{28}
\end{equation*}
$$

First of all we are interested in the characteristic values $S(j)$ that determine independent nontrivial solutions to homogeneous systems. This question is studied in detail in [13]. Basing on it, we may assume that $S(j)=S=$ const; i.e., the characteristic values are independent of the index $j$, as the structure of (28) itself indicates. Then, (26) obviously initiates the solution

$$
\begin{equation*}
x_{j}=\frac{(-1)^{j} x_{0}}{S^{j}}, \quad j=1,2, \ldots, \tag{29}
\end{equation*}
$$

where $x_{0}$ is an arbitrary real number. Furthermore, we determine $S$ from the nonlinear equation resulting from (27) expressed as one equation:

$$
\begin{equation*}
\sum_{p=0}^{\infty} \frac{(-1)^{p}}{(2 p)!S^{p}}=0 \tag{30}
\end{equation*}
$$

It is obvious that, basing on this relation, we can define the analytic function

$$
\begin{equation*}
f(x)=\sum_{p=0}^{\infty} \frac{(-1)^{p}}{(2 p)!} x^{p} \tag{31}
\end{equation*}
$$

and find its zeroes. In [1] this function is called the characteristic of periodic systems themselves, and of (4) in particular.

Let us make a digression. For finite systems, applying somehow the row reduction method in the broad sense, we obtain the corresponding solution similar to (24), (25), but with the difference that all parameters involved in it are available, while $S$ in (29) is an unknown which we should determine from the nonlinear equation (30). This is the main difference between solving finite and infinite homogeneous systems, because the new unknown $S=S(j)=\lim _{n \rightarrow \infty} S_{n-j}$ appears in the infinite case.

In general, the method for solving (31) is obviously independent of the method for solving the infinite system (28). Consequently, reflecting the linear character of solution to the homogeneous infinite system (28), the applicability of the row reduction method ends with (29) and (31). Therefore, the row reduction method in the broad sense yields only the structure of a nontrivial solution, when it exists, and a relation for determining an unknown, which is $S$ in this case. Let is find the value of $S$ in the case of characteristic $f(x)$. Obviously, (31) for the characteristic $f(x)$ yields $f(x)=\cos \sqrt{x}=0$. From this we determine all zeroes of the function $f(x)$ as $x_{k}^{\prime}=\left[\frac{\pi(2 k+1)}{2}\right]^{2}$. Consequently, $S_{k}=\frac{1}{x_{k}^{\prime}}=\left[\frac{2}{\pi(2 k+1)}\right]^{2}$. Therefore, taking the periodicity of (4) into account, we arrive at the solution (22).

We emphasize once again that the row reduction method always converges only when a nontrivial solution to (23) exists. This assertion is quite simple to interpret. Suppose that a set $\left\{x_{j}\right\}_{0}^{\infty}$ of numbers constitutes a nontrivial solution to (23). Make the substitution $\frac{x_{j}}{x_{j+1}}=-S(j)$. The structure of (23) enables us to assume that $S(j)=S=$ const, i.e., it is independent of the index $j$. Then we have $x_{j}=-S x_{j+1}$. Solving this recurrence, we obviously obtain (29). The rest is already known.

However, by chance, the process (25) under certain conditions acts as a numerical algorithm for finding a concrete root of (30); i.e., it reflects the nonlinear character of solution of (23). In this role the row reduction method does not always converge, and here we see the duality of the method caused by the duality of solution of (23). The convergence of the process (25) for finding the zeroes of algebraic equations of infinite order is studied in more detail in $[1,14,15]$. These articles show that if the equation (30) has the unique solution with the smallest absolute value then the process (30) converges to its solution. If there are several zeroes then (25) does not converge. It is worth noting that (25) generalizes the classical Bernoulli method for calculating the zero of a polynomial with the greatest absolute value [15].

## 4. Difficulties in Searching for Solutions to Infinite Systems

Here we note only those difficulties in solving infinite systems which arise due to principal differences between finite and infinite systems.

Consider an infinite system given in operator form (a) or matrix form (b):

$$
\begin{equation*}
\text { (a) } \quad A x=b, \quad \text { (b) } \quad A X=B \tag{32}
\end{equation*}
$$

where $A$ is a linear operator in matrix form or the matrix itself, $x$ and $X$ are unknown columns, $b$ and $B$ are columns of right-hand sides.

Therefore, we often treat an infinite system of equations as one linear equation (32(a)) and solve it using the theory of linear operators. However, this approach cannot fully solve infinite systems of equations, as strong arguments indicate.

Firstly, as we showed above, Fredholm's theorem and Noether's theorem, valid for finite systems, fail for infinite systems. Considering an infinite matrix as a linear operator, we obtain only a strictly particular solution to the infinite system, which in the case of a homogeneous system is only the trivial solution. Together with that, a detailed solution in the homogeneous case of the system in Example 1 shows that the matrix $A$, i.e., the operator $A$, in fact plays no role in obtaining nontrivial solutions to the homogeneous system. Therefore, no conditions imposed on $A$ beforehand guarantee the uniqueness of solution.

Secondly, the following difference of infinite systems from finite ones is important for studying the former. Consider an infinite system (32 (b)) expressed in matrix form $A X=B$, where $A$ is a Gaussian matrix, which moreover has a unique inverse matrix $A^{-1}$. Then the solution to the system in the finite case is $X=A^{-1} B$. However, this solution, always valid for finite systems, is not always a solution to an infinite system. Consider this assertion on a concrete example.

Take a general infinite system in the Gaussian form $\left(a_{j, j} \neq 0\right)$ :

$$
\begin{equation*}
\sum_{p=0}^{\infty} a_{j, j+p} x_{j+p}=b_{j}, \quad j=1,2,3, \ldots \tag{33}
\end{equation*}
$$

Without loss of generality we may assume that the Gaussian coefficient matrix $A$ of (33) has nonzero infinite determinant $|A|$. Since Gaussian matrices satisfy $a_{j, j} \neq 0$, formally dividing by the diagonal entries, we obtain a system with diagonal entries equal to 1 , and so nonzero determinant.

Then [11]

$$
\begin{equation*}
x_{j}=\sum_{p=0}^{\infty}(-1)^{p} \frac{A_{p}(j) b_{j+p}}{a_{j+p, j+p}}+\frac{(-1)^{j} x_{0}}{\prod_{k=0}^{j-1} S(k)}, \quad j=1,2, \ldots, \tag{34}
\end{equation*}
$$

is a particular solution to the inhomogeneous Gaussian system (33) similar to the solution (6) and accounting for a nontrivial solution, if it exists, to the homogeneous system (33) (with $b_{j}=0$ for all $j$ ).

Clearly, the series on the right-hand side is a strictly particular solution to (33); moreover, on the one hand, it equals the infinite Cramer determinant $\Delta^{(j)}$, and on the other hand, the value of the matrix row of $A^{-1} B$. The latter follows since the
infinite inverse matrix $A^{-1}$ for every Gaussian system (33) is of the form

$$
A^{-1}=\left(\begin{array}{ccccccc}
1 & -A_{1}(1) & A_{2}(1) & . & (-1)^{p} A_{p}(1) & (-1)^{p+1} A_{p+1}(1) & \cdot  \tag{35}\\
0 & 1 & -A_{1}(2) & \cdot & (-1)^{p-1} A_{p-1}(2) & (-1)^{p} A_{p}(2) & \cdot \\
0 & 0 & 1 & \cdot & (-1)^{p-2} A_{p-2}(3) & (-1)^{p-1} A_{p-1}(3) & \cdot \\
\cdot & \cdot & \cdot & \cdot & . & \cdot \\
\cdot & \cdot & \cdot & \cdot & (-1)^{p+1-j} A_{p+1-j}(j) & (-1)^{p+2-j} A_{p+2-j}(j) & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & . & \cdot & -A_{1}(p) & A_{2}(p) & \cdot \\
0 & 0 & 0 & . & 1 & -A_{1}(p+1) & \cdot \\
0 & 0 & 0 & \cdot & 0 & 1 & \cdot \\
. & . & . & . & . & . & .
\end{array}\right) .
$$

It is easy to obtain this expression from (11)-(13).
Return now to Example 2 and take the values $a=-10$ and $b=1$ of the parameters. Then the coefficients of $A^{-1}$ for the matrix (10) by (35) are

$$
a_{i, j}^{\prime}=\left\{\begin{array}{ll}
10^{j-i}, & j \geq i \\
0, & j<i
\end{array} .\right.
$$

We can also verify this by the straightforward multiplication of $A^{-1}$ and $A$. The formal product $A^{-1} B$ yields the column with entries $\bar{b}_{j}=\sum_{p=0}^{\infty} 10^{p} b_{j+p}$ for $j \geq 1$. However, these series need not converge, for instance, for $b_{j} \equiv 1$. Then the multiplication of infinite matrices is impossible by definition; in addition, the infinite Cramer determinant $\Delta^{(j)}$ does not exist. Consequently, in this case the row reduction method fails to converge and the question of solving the pseudoinfinite system (8) remains open. Observe that for a full infinite system (each equation of the system involves infinitely many unknowns) this situation demonstrates that the system under consideration is not solvable [11]. Suppose now that $b=1 / 20$. Then the last series converges, the matrix multiplication works and, as we showed above, the solution to (8) is of the form (16) and equals the Cramer determinant. For $b=1$ the matrix multiplication is impossible; nevertheless, (8) admits the solution (16), but it is not equal to the Cramer determinant because the latter fails to exist.

Although the row reduction method can converge to the Cramer determinant, the latter need not satisfy this system; i.e., in this case Cramer's rule fails.

Example 3. Consider the infinite Gaussian system

$$
\begin{equation*}
\sum_{p=0}^{\infty} x_{j+p}=\frac{b^{j}}{(1-b)^{2}}, \quad b \neq 1, j=0,1,2, \ldots \tag{36}
\end{equation*}
$$

Find a strictly particular solution to (36) using (11) and (12). Calculate the values of $A_{p}(j)$ from the recurrence (12). Then $A_{1}(j)=a_{j, j} A_{0}(j)=1$ and $A_{2}(j)=$ $-A_{0}(j)+A_{1}(j)=0$; consequently, $A_{p}=0$ for $p \geq 2$. Taking these values of $A_{p}(j)$, we find from (11) that

$$
\Delta^{(j+1)}=\sum_{p=0}^{\infty}(-1)^{p} A_{p}(j) b_{j+p}=b_{j}-b_{j+1}=\frac{b^{j}}{1-b}<\infty
$$

for every fixed $j$ and arbitrary $b \neq 1$; hence, the row reduction method converges, and the Cramer determinant $\Delta^{(j+1)}$ exists independently of $j$.

Let us find the condition for $\Delta^{(j+1)}$ to be a solution to (36), i.e., a sufficient condition for the existence of a strictly particular solution.

$$
\begin{align*}
& \text { Inserting } x_{j}=\Delta^{(j+1)}=\frac{b^{j}}{1-b} \text { into (36) yields } \\
& \qquad \sum_{p=0}^{\infty} \Delta^{(j+1+p)}=\frac{b^{j}}{(1-b)} \sum_{p=0}^{\infty} b^{p} \tag{37}
\end{align*}
$$

but the latter series converges if and only if $|b|<1$. Consequently, for $|b|<1$ the system (36) is satisfied, and so $x_{j}=\frac{b^{j}}{1-b}$ is a strictly particular solution.

It is obvious that for $|b| \geq 1$ the series in the right-hand side of (37) does not converge; consequently, no strictly particular solution exists, and so (36) is inconsistent by the main theorem. Hence, although the infinite determinant $\Delta^{(j+1)}$ exists, i.e., the row reduction method converges, it cannot be a solution to the system. In this case Cramer's rule fails to yield a solution to the infinite system.

Let us also pay attention to another aspect. As observed in [16], an infinite matrix can have infinitely many inverse matrices, which, obviously, leads to additional difficulties in solving these systems.

Thirdly, solutions to the homogeneous system are independent of the structure of the infinite determinant of the system. Therefore, if the infinite determinant is nonzero then the homogeneous system can have a nontrivial solution, which is impossible for finite systems. The subspace of solutions to a homogeneous system can even be infinite-dimensional. This circumstance creates additional difficulties in studying the uniqueness of solutions to infinite systems.

Fourthly, the nonlinear character of solutions to infinite homogeneous systems comes out only when we solve them by the row reduction method in the broad sense, i.e., in every cutoff system the number of unknowns is greater by one than the number of equations. More exactly, we assume that the finite cutoff system for each $n$ has degenerate matrix. The row reduction method in the broad sense always converges provided that there exists a nontrivial solution to the homogeneous system. Furthermore, it reduces the infinite system to a nonlinear (characteristic) equation. However, under certain conditions it can act as a numerical algorithm for finding a concrete root of the characteristic equation of the homogeneous system, and thereby reflect the nonlinear character of its solution. In this role the row reduction method in the broad sense does not always converge, and this reveals the duality of this method caused by the duality of solution of the homogeneous system.

Above all, note the contradictory character of solution (34) as compared to the theory of finite systems in two aspects. Firstly, if the homogeneous system (33) has a nontrivial solution then its solutions $\left\{y_{j}\right\}$ can be linearly dependent, which contradicts the notions of the theory of finite systems because the determinant of (33) is nonzero. Secondly, the solution of a linear homogeneous system necessarily reduces, as we have seen above, to a nonlinear equation, which cannot happen for finite systems.

In addition, as we already noted in Section 1, the operator $A$ represented by the infinite matrix $A$ of (33) is neither a Fredholm operator nor a Noether operator; thus, the general infinite system (33) cannot be completely understood with the use of the theory of linear operators of Fredholm or Noether type.
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# FORMAL CLASSIFICATION OF GENERIC GERMS OF SEMI-HYPERBOLIC MAPPINGS P. A. Shaikhullina 


#### Abstract

We examine germs of a semi-hyperbolic mapping, i.e., two-dimensional holomorphic mappings one of whose multipliers is parabolic and the other is hyperbolic. Some formal classification of generic semi-hyperbolic germs is obtained and a theorem on semiformal normalization is proven.
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## Introduction

The problem of an analytic classification of germs of vector fields (mappings) was stated by Poincaré [1-4]. Its version is the so-called normalization problem, i.e., the problem of reducing a germ to the simplest form (the normal form) by an analytic change of coordinates. Both these problems were solved by Poincaré [15], Siegel [6], and Bryuno [7] mainly. Only Siegel-type germs with resonances or pathologically close to them remain unstudied (see [8]). The essential achievements were made in the 1980s for these "particular" cases by Yoccoz [9] for the "Liouville" germs and by Voronin [10], Ecalle [11], Martinet and Ramis [12, 13] for the resonance germs. It turns out that an obstacles to a normalization of a germ are the so-called "functional invariants." And even more, they contain complete information about the "analytic" type of a germ.

Functional invariants of analytic classification were initially constructed for germs of parabolic mappings (one-dimensional holomorphisms tangent to the identity) $[10,11,14]$, and for the resonances of saddle [14] and saddle-node [15] germs of vector fields. After that functional invariants were found in many other problems of analytic classification [16-19].

One of the methods for constructing functional invariants is as follows: A punctured neighborhood about a fixed (singular) point is covered by sectorial domains. At each of them we can construct an analytic change of variables normalizing a germ.

The transition functions of an obtained "normalizing" atlas are the required functional invariant. Hence, the problem on the sectorial normalization, i.e., the problem on normalization of a germ on a domain for which a fixed (singular) point is not interior but boundary is the first and most important stage of solving the problem of analytic classification of resonance germs. As is noted above, such a normalization was realized for one-dimensional resonance mappings and saddle and saddlenode resonance vector fields. The next objects in complexity are two-dimensional mappings and three-dimensional vector fields. The germs of two-dimensional mappings and three-dimensional vector fields (under very strong constraints separating subsets of the codimension infinity in the space of germs) are examined in [20] and the above program for these germs was completely realized there. However, generic

[^6]resonance cases are not studied well. At present, the results on normalization probably are obtained only for the so-called semi-hyperbolic germs, i.e., the germs of two-dimensional mappings one of whose multipliers (with the modulus not equal to zero or 1) is hyperbolic, and the second is parabolic (it is equal to 1). Namely, the theorem on sectorial normalization of germs for a formal equivalence class of a particular semi-hyperbolic germ is proven in [15]. In what follows, the transition functions of a normalizing atlas are assumed to use in functional invariants of an analytic classifications of germs of the above class. We should observe that the class treated in [15] consists of germs whose fluxes (of sufficiently high order) are normalized at all points of their invariant hyperbolic submanifold. The presence of this "preliminary" normalization is essential for constructing sectorial normalizing mappings. However, the possibility of such preliminary normalization is not a direct consequence of the formal reducibility of a germ to its normal form.

Some particular results for germs of semi-hyperbolic mappings about the existence of a holomorphic ("sectorial") central manifold are obtained in [21,22].

At the present article we consider generic semi-hyperbolic germs. We plan to obtain their analytic classification in accord with the above arguments. The first step needed for constructing a sectorial normalization is to establish their formal classification and "preliminary" normalizability.

## 1. The Classes of the Germs $\mathscr{S} \mathscr{H}$ and $\mathscr{S} \mathscr{H}{ }_{0}$. <br> A Theorem on Formal Classification

Definition 1. The germ of a holomorphism $F:\left(\mathbb{C}^{2}, 0\right) \rightarrow\left(\mathbb{C}^{2}, 0\right)$ is referred to as semi-hyperbolic whenever one of its multiplier is equal to 1 and the latter is hyperbolic, i.e.,

$$
F(x, y)=(x+\cdots, \Lambda y+\cdots), \quad \text { where }|\Lambda| \neq 0,1
$$

A semi-hyperbolic germ is called generic if the constant $c$ in the decomposition

$$
F(x, y)=\left(x+c x^{2}+\cdots, \Lambda y+\cdots\right)
$$

is not zero.
The class of generic semi-hyperbolic diffeomorphisms is denoted by $\mathscr{S} \mathscr{H}$. Note that $F \in \mathscr{S} \mathscr{H}$ has an invariant analytic submanifold corresponding to a hyperbolic multiplier (Hadamard-Perron theorem [23]). It can be straightened by a holomorphic change of variables. Hence, without loss of generality, we can assume that this invariant submanifold is the straight line $\{x=0\}$. The class of germs $F \in \mathscr{S} \mathscr{H}$ whose invariant submanifold agrees with the straight line $\{x=0\}$ is denoted by $\mathscr{S} \mathscr{H}{ }_{0}$.

Note that a germ of $\mathscr{S} \mathscr{H}_{0}$ is resonance. By the Poincaré-Dulac theorem [8] a formal change of variables reduces this germ to the form

$$
(x, y) \mapsto(f(x), y K(x))
$$

However, further normalization for these germs is also possible. Namely, the first component $x \mapsto f(x)$ is a parabolic mapping. The formal classification of parabolic mappings is well known [10]: in the typical case a formal equivalence class of such germ is defined only by a numerical modulus. It is convenient to employ the unit time shift $g_{v_{a}}^{1}$ along the vector field

$$
v_{a}(x)=\frac{x^{2}}{1+a x} \frac{\partial}{\partial x}, \quad a \in \mathbb{C}
$$

Next, there is an affinity between the results on classification of mappings and vector fields. A formal classification of vector fields with a singular point of saddle-node type in the two-dimensional case is exposed in [17]. For generic vector fields with such a point (the unit time shift along this vector field is a semi-hyperbolic mapping) the formal classification has three numerical parameter. So for generic semi-hyperbolic mappings we can take the unit time shifts along the formal normal forms (FNFs) of saddle-node vector fields from [17] as FNFs. However, it is more convenient for us to employ other FNFs which as before depend on three parameters. Moreover, in order to provide a formal classification of germs of semi-hyperbolic mappings from a classification of saddle-node vector fields, we need to prove a theorem on a formal inclusion of germs of semi-hyperbolic mappings into the flux which is a nontrivial task.

Moreover, as before we can note that for further studies of semi-hyperbolic mappings we need even more than just reducibility to formal normal form. However, both Poincaré-Dulac and the theorem on a formal inclusion in the flux do not give necessary results.

Hence, we prove the theorem on formal classification by direct arguments and obtain the theorem on formal inclusion in the flux (even in a stronger "semiformal" version) as a simple consequence. In this case we establish essentially stronger result that a germ of class $\mathscr{S} \mathscr{H}_{0}$ is reducible to the FNF by a semiformal change.

Theorem 1. Let $F \in \mathscr{S} \mathscr{H}_{0}$. Then there exist complex numbers $a$, $\lambda$, and $\beta$ such that $F$ is formally equivalent to the unit time shift $F_{a, \lambda, \beta}=g_{\omega_{a, \lambda, \beta}}^{1}$ along the vector field

$$
\begin{equation*}
\omega_{a, \lambda, \beta}=v_{a}(x)+y\left(\lambda+\beta v_{a}^{\prime}(x)\right) \frac{\partial}{\partial y}, \quad(a, \lambda, \beta) \in \mathbb{C}^{3} \tag{1}
\end{equation*}
$$

where $v_{a}(x)=\frac{x^{2}}{1+a x} \frac{\partial}{\partial x}, \operatorname{Im} \lambda \in[0 ; 2 \pi)$, and $\operatorname{Re} \lambda \neq 0$. Moreover, the normalizing transform can be chosen to be formal in the variables $x$ and analytic in $y$. (We call transformations of this type semiformal).

Remark 1. We demonstrate below that the FNF is unique, i.e., for a given germ $F \in \mathscr{S} \mathscr{H}_{0}$, the parameters $a$, $\lambda$, and $\beta$ of FNF are defined uniquely and the normalizing change is unique to within a "superposition" multiplication by the shift $g_{\omega_{a, \lambda, \beta}}^{t}$ for a fixed time $t \in \mathbb{C}$ and the delation $(x, y) \mapsto(x, k y), k \neq 0$.

Corollary 1. Let $F_{a, \lambda, \beta}$ be a formal normal form of a germ $F \in \mathscr{S} \mathscr{H}_{0}$. Then, for every $N \in \mathbb{N}$, there exists a germ $\mathscr{G} \in \mathscr{S} \mathscr{H}_{0}$ analytically equivalent to $F$ and such that

$$
\mathscr{G}(x, y)-F_{a, \lambda, \beta}(x, y)=O\left(x^{N}\right) \quad \text { as } x \rightarrow 0
$$

Corollary 2. For a given germ $F \in \mathscr{S} \mathscr{H}_{0}$, we can construct a formal vector field $v$ with a singular point of saddle-node type such that $F=g_{v}^{1}$.

We use two stages to prove the theorem on semiformal classification. In Section 2 (the former stage) we reduce a semi-hyperbolic germ to the so-called preliminary formal normal form (PFNF) by the method of successive approximations with the use of semiformal change of variables. On the latter stage in Section 3, a PFNF is reduced to a polynomial form, and the end of the proof is in Section 4. In Section 5 we show uniqueness of the formal normal form (and "almost uniqueness" of a normalizing formal change). Corollaries 1 and 2 are proven in Sections 6 and 7, respectively.

## § 2. Preliminary Formal Normal Form

Assume that $\mathscr{F}$ is a germ of class $\mathscr{S} \mathscr{H}_{0}$ and $F$ is its representative. First, we transform $F$ to a simpler form. Actually, it is a classical Poincaré-Dulac formal normal form. However, we justify reducibility to this form by "semiformal" changes of coordinates.

Lemma 1. There exists a formal change of variables reducing a generic semihyperbolic mapping $F$ from $\mathscr{S} \mathscr{H}_{0}$ to a form called preliminary formal normal form (PFNF)

$$
\begin{equation*}
F_{0}(x, y)=(f(x), y K(x)), \quad \text { where } f(x)=x+x^{2}+O\left(x^{3}\right), K(x)=\Lambda+O(x) \tag{2}
\end{equation*}
$$

A normalizing change of variables in this case can be chosen in the form

$$
(x, y) \mapsto\left(\sum_{i} \alpha_{i}(y) x^{i} ; \sum_{j} \beta_{j}(y) x^{j}\right), \quad i, j=0,1, \ldots,
$$

with $\alpha_{i}, \beta_{j}$ analytic functions defined for all $i, j$ in some fixed neighborhood about the origin.

Proof. 0. For a germ $\mathscr{F}$ of the class $\mathscr{S} \mathscr{H}_{0}$, the line $\{x=0\}$ is invariant and thereby $F(\{x=0\})=\{x=0\}$. Represent the mapping $F$ by its Hartogs series in the polydisk $S_{r R}=\{(x, y):|x|<r,|y|<R\}$ as follows:

$$
F(x, y)=\left(x a_{1}(y)+x^{2} a_{2}(y)+\cdots, b_{0}(y)+b_{1}(y) x+\cdots\right),
$$

where the functions $a_{i}(y), b_{j}(y), i=1,2, \ldots, j=0,1, \ldots$, are holomorphic. They satisfy the conditions $a_{1}(0)=1, a_{2}(0) \neq 0, b_{0}(0)=0, b_{0}^{\prime}(0)=\Lambda$, and $|\Lambda| \neq 0,1$. Below we use similar Hartogs series expansions and follow only the parameter $R$ (the radius of the disk of convergence in which all coefficients of the series are analytic).

The restriction $f$ of $F$ to the line $\{x=0\}$ is a hyperbolic mapping $y \mapsto b_{0}(y)$. By the Schröder theorem [24], it can be linearized by an analytic change of variables. Thus, without loss of generality we can assume that $b_{0}(y)=\Lambda y$.

1. Normalization of the coefficient $a_{1}$. The analytic (on $S_{r R}$ ) change of variables $H_{1}(x, y)=(k(y) x, y)$ reduces $F$ to the form

$$
F_{1}(x, y)=H_{1}^{-1} \circ F \circ H_{1}(x, y)=\left(x a_{1}(y) k(y) \frac{1}{k(\Lambda y+\cdots)}+\cdots, \Lambda y+\cdots\right)
$$

We want to choose $k(y)$ such that

$$
\begin{equation*}
a_{1}(y) \frac{k(y)}{k(\Lambda y)}=1 \tag{3}
\end{equation*}
$$

If $|\Lambda|>1$ then the holomorphic solution to (3) is representable as

$$
k(y)=\prod_{n=1}^{\infty} a_{1}\left(\frac{y}{\Lambda^{n}}\right)
$$

In the case of $0<|\Lambda|<1$, the holomorphic solution to (3) is the function

$$
k(y)=\prod_{n=0}^{\infty} \frac{1}{a_{1}\left(\Lambda^{n}(y)\right)}
$$

The convergence of infinite products and their holomorphy in the disk $\{|y|<R\}$ follows from the corresponding theorems of complex analysis. Thus, using some holomorphic (on $S_{r R}$ ) change of variables we can assume that the coefficient $a_{1}$ is equal to 1 . In what follows we suppose that $a_{1} \equiv 1$.

Remark 2. Note that after the above change of variables the second parameter of the polydisk $S_{r R}$ (the radius of convergence of the coefficients of the expansion of a normalizing mapping into the Hartogs series) remains the same.
2. Normalization of $a_{2}$ and $b_{1}$. Consider the transform

$$
H_{2}(x, y)=\left(x+\alpha(y) x^{2}, y+\beta(y) x\right)
$$

and its inverse

$$
H_{2}^{-1}(x, y)=\left(x-\alpha(y) x^{2}+O\left(x^{3}\right), y-\beta(y) x+O\left(x^{2}\right)\right) .
$$

In this case, as $x \rightarrow 0$, we have

$$
\begin{gathered}
F_{2}(x, y)=H_{2}^{-1} \circ F_{1} \circ H_{2}(x, y) \\
=\left(x+x^{2}\left(\alpha(y)-\alpha(\Lambda y)+a_{2}(y)\right)+O\left(x^{3}\right),\right. \\
\left.\Lambda y+x\left(\Lambda \beta(y)-\beta(\Lambda y)+b_{1}(y)\right)+O\left(x^{2}\right)\right) .
\end{gathered}
$$

We want to solve the two equations

$$
\begin{gather*}
\alpha(\Lambda y)-\alpha(y)=a_{2}(y)  \tag{4}\\
\beta(\Lambda y)-\Lambda \beta(y)=b_{1}(y) \tag{5}
\end{gather*}
$$

This allow us to simplify the arguments essentially, more exactly, to equate the corresponding coefficients of the series $F_{2}$ to zero. Consider (4). Represent $a_{2}(y)$ and $\alpha(y)$ as a power series, i.e.,

$$
\alpha(y)=\sum_{k=0}^{\infty} \alpha_{k} y^{k}, \quad a_{2}(y)=\sum_{k=0}^{\infty} a_{2, k} y^{k} .
$$

The former series here is the expansion of $\alpha$ and the second converges in the disk $\{|y|<R\}$. Inserting these expressions into the equation and comparing the righthand and left-hand sides, we infer

$$
\begin{equation*}
\left(\Lambda^{k}-1\right) \alpha_{k}=a_{2, k}, \quad k=0,1,2, \ldots \tag{6}
\end{equation*}
$$

For every $k \neq 0$, the equation (6) is solvable and a solution for $k=0$ exists if and only if $a_{2,0}=0$. Repeating the same arguments for (5), we obtain the following expansions of $\beta_{k}$ and $b_{1, k}$ :

$$
\beta(y)=\sum_{k=0}^{\infty} \beta_{k}(y), \quad b_{1}(y)=\sum_{k=0}^{\infty} b_{1, k}(y)
$$

and the system

$$
\left(\Lambda^{k}-\Lambda\right) \beta_{k}=b_{1, k}, \quad k=0,1,2, \ldots
$$

whose equations are solvable for all $k \neq 1$. For $k=1$, a necessary condition of solvability is that $b_{1,1}$ is equal to zero. So, making the change of variable of the above form we can assume that $a_{2}$ is a constant and $b_{1}$ has a linear form. Note that the genericity conditions imply that $a_{2}(0) \neq 0$. Hence, without loss of generality, we
can assume that $a_{2}(y)=$ const $\neq 0$ and $b_{1}(y)=b_{1,1} y$. At last, using the additional transformation $(x, y) \mapsto(m x, y)$, we can obtain that $a_{2}(y)=1$.

Since $a_{2}(y)$ and $b_{1}(y)$ are analytic in the disk $\{|y|<R\}$, the series for $\alpha(y)$ and $\beta(y)$ converge in this disk. Hence, the transformation $H$ constructed is holomorphic on $S_{r R}$ and the remark of the previous section remains valid.
3. Induction. Let the mapping $F_{N-1}$ on some step be of the form

$$
\begin{gathered}
F_{N-1}(x, y)=\left(x+x^{2}+\alpha_{3} x^{3}+\cdots+\alpha_{N-1} x^{N-1}+\alpha_{N}(y) x^{N}+O\left(x^{N+1}\right) ;\right. \\
\left.y\left(\Lambda+\beta_{1} x+\cdots+\beta_{N-2} x^{N-2}\right)+\beta_{N-1}(y) x^{N-1}+O\left(x^{N}\right)\right)
\end{gathered}
$$

where $\alpha_{3}, \ldots, \alpha_{N-1}, \beta_{1}, \ldots, \beta_{N-2}$ are constants and the functions $\alpha_{N}(y)$ and $\beta_{N-1}(y)$ are holomorphic on $\{|y|<R\}$. We will use the transform

$$
H_{N}(x, y)=\left(x+\alpha(y) x^{N}, y+\beta(y) x^{N-1}\right)
$$

As on the previous step, we can make the coefficient $\alpha_{N}$ to be equal constant and $\beta_{N-1}$ linear in the variable $y$; the mapping $H_{N}(x, y)$ is holomorphic on $S_{r R}$ and Remark 2 remains valid.
4. Conclusion. Making the change of variables from the previous section for every $N$, we can construct a sequence of changes of variables $H_{N}$; each of them "improves" a pair of "monomials" from the expansion of a normalizable transform in the Hartogs series. Note that the stabilization of "monomials" in the expansion of the superposition $\mathscr{H}_{N}=H_{1} \circ H_{2} \circ \cdots \circ H_{N}$ holds. The same holds with the normalizable mapping $F_{N}=\mathscr{H}_{N}^{-1} \circ F \circ \mathscr{H}_{N}$. Hence, the infinite superposition $\mathscr{H}=\lim _{N \rightarrow \infty} \mathscr{H}_{N}$ converges in the space of formal series in the variable $x$ with coefficients holomorphic in $y$ in the disk $\{|y|<R\}$ and is an unknown normalizing semiformal change of variables, since the series $F_{N}$ converge to PFNF (2) in the same space of series.

Remark 3. The peculiarities of the construction imply that an infinite superposition reducing $F$ to PNF is a formal series in the variable $x$ with coefficients holomorphic in the same neighborhood about the origin .

## § 3. The Second Step of Formal Normalization

Above, we have reduced the generic semi-hyperbolic mapping to (2). The secondary normalization reducing it to FNF is realized with the help of the change

$$
\begin{gather*}
H(x, y)=(p(x), y q(x)),  \tag{7}\\
p^{\prime}(0)=1 . \tag{8}
\end{gather*}
$$

This change reduces PFNF (2) to the form $\widetilde{F}=H^{-1} \circ F_{0} \circ H=(\tilde{f}(x), \widetilde{K}(x) y)$, where

$$
\begin{equation*}
\tilde{f}(x)=p^{-1} \circ f \circ p, \quad \widetilde{K}(x)=K \circ p \cdot \frac{q}{q \circ \tilde{f}} . \tag{9}
\end{equation*}
$$

Remark 4. The values

$$
\begin{equation*}
f^{\prime \prime \prime}(0)=\tilde{f}^{\prime \prime \prime}(0), \quad K(0)=\widetilde{K}(0), \quad K^{\prime}(0)=\widetilde{K}^{\prime}(0) \tag{10}
\end{equation*}
$$

do not change after the change of coordinates (7), (8) (which are invariants of formal classification of generic semi-hyperbolic mappings). The latter is obvious for the
second and third equalities and the first is demonstrated in [10] (but can be easily checked by the direct calculations).

Recall that $f$ is a generic parabolic mapping and $\tilde{f}$ is the adjoint of $f$. The formal classification of parabolic mappings implies ensures (see [10]) there exists a constant $a$ and a formal coordinate change of $p(x)$ reducing $f$ to $\tilde{f}=g_{v_{a}}^{1}(x)$, where $g_{v_{a}}^{1}(x)$ is a unit time shift along the vector field (1). Moreover, for $f(x)$ of the form $f(x)=x+x^{2}+\cdots$ (the first component of the mapping (2) satisfies this condition), the change $p(x)$ satisfies (8). Next, assign $\varphi=\log q$ and $k=\log \left(\frac{\widetilde{K}}{K \circ p}\right)$. In this case the second equation in (9) takes the form

$$
\begin{equation*}
-\varphi \circ \tilde{f}+\varphi=k \tag{11}
\end{equation*}
$$

Lemma 2. For every formal parabolic mapping $\tilde{f}$ and a function $k(x)$ such that $k(0)=k^{\prime}(0)=0$, there exists a unique formal solution $\varphi(x)$ to (11) such that $\varphi(0)=0$.

Proof. Let

$$
\tilde{f}=x+c x^{2}+\cdots, \quad c \neq 0, \quad k(x)=\sum_{j=2}^{\infty} k_{j} x^{j} ; \quad \varphi(x)=\sum_{j=1}^{\infty} \varphi_{j} x^{j}
$$

Inserting these expansions in (11), we infer

$$
\sum_{j=1}^{\infty} \varphi_{j} x^{j}-\sum_{j=1}^{\infty} \varphi_{j}\left(x+c x^{2}+\cdots\right)^{j}=\sum_{j=2}^{\infty} k_{j} x^{j}
$$

Equating the coefficients of $x^{j}, j=1,2, \ldots$, we arrive at the infinite system of equations

$$
-c(j-1) \varphi_{j-1}+\cdots=k_{j}, \quad j=2,3, \ldots,
$$

where the dots stand for summands depending on $\varphi_{s}$ with the numbers $s$ less than $j-1$. Since $c \neq 0$ for a generic parabolic mapping, these equations are solvable successively. It gives the existence and uniqueness as well of a formal solution.

Lemma 3. For all parabolic diffeomorphisms $f(x)=x+x^{2}+\cdots$ and $p(x)=$ $x+\cdots$ and all $K$ and $\widetilde{K}$ satisfying (10), there exists a formal solution $q$ to the second equation of the system (9) such that $q(0)=1$. This solution is unique (to within a multiplication by a constant ). In particular, every mapping $F \in \mathscr{S} \mathscr{H}_{0}$ of the form (2) is reducible to the form

$$
\widetilde{F}_{a, \lambda, b}(x, y)=\left(g_{v_{a}}^{1}(x), y(\Lambda+b x)\right), \quad \Lambda=e^{\lambda}
$$

by a formal change of the form (7).
Proof. The former claim results from Lemma 2 and the latter from the former.

## §4. The End of the Proof of the Theorem on Formal Classification

Let $F_{a, \lambda, \beta}=g_{\omega_{a, \lambda, \beta}}^{1}(x, y)$ be the unit time shift along the vector field $\omega_{a, \lambda, \beta}$. We can solve the system of equations

$$
\left\{\begin{array}{l}
\dot{x}=v_{a}(x) \\
\dot{y}=y\left(\lambda+\beta v_{a}^{\prime}(x)\right)
\end{array}\right.
$$

Let $(x(t), y(t))$ be its solution with the initial data $\left(x(0)=x_{0}\right.$ and $\left.y(0)=y_{0}\right)$. We have

$$
x(t)=g_{v_{a}}^{t}\left(x_{0}\right), \quad \frac{d y}{d x}=\lambda y \frac{1}{v_{a}(x)}+y \beta \frac{v_{a}^{\prime}(x)}{v_{a}(x)} .
$$

In this case,

$$
d y=\lambda y d t+d\left(y \log v_{a}(x)\right),
$$

and

$$
y(t)=y_{0} e^{\lambda t}\left(\frac{v_{a}\left(x_{0}\right)}{v_{a}(x(t))}\right)^{\beta} .
$$

Assigning $f_{a}=g_{v_{a}}^{1}$, we infer

$$
F_{a, \lambda, \beta}\left(x_{0}, y_{0}\right)=\left(f_{a}\left(x_{0}\right), e^{\lambda} y_{0}\left(f_{a}^{\prime}\left(x_{0}\right)\right)^{\beta}\right) .
$$

At last, if

$$
\Lambda=e^{\lambda}, \quad \Lambda(x)=\Lambda\left(f_{a}^{\prime}(x)\right)^{\beta}
$$

then $F_{a, \lambda, \beta}=\left(f_{a}(x), y \Lambda(x)\right)$.
Calculate the invariants (10) for $F_{a, \lambda, \beta}$ which are the parameters $a, \Lambda=e^{\lambda}, \beta$. By Lemma $3, F_{a, \lambda, \beta}$ is reduced to $\widetilde{F}_{a, \lambda, \beta}$ by a change of the form (7). In accord with the constructions of this and previous sections, the initial mapping $F$ by semiformal changes is reduced to some form $\widetilde{F}_{a, \lambda, \beta}$. Hence, the initial mapping $F$ can be reduced to the form $F_{a, \lambda, \beta}$ by semiformal changes of variables. The theorem on formal classification is proven.

## § 5. Uniqueness of FNF and Normalizing Formal Coordinate Change

Assume that $F=F_{a, \lambda, \beta}$ and $F^{\prime}=F_{a^{\prime}, \lambda^{\prime}, \beta^{\prime}}$ are two formal normal forms from the theorem on formal classification and the formal coordinate change $H$ conjugates $F$ and $F^{\prime}$, i.e.,

$$
\begin{equation*}
H \circ F=F^{\prime} \circ H \tag{12}
\end{equation*}
$$

Note that the lines $\{x=0\}$ and $\{y=0\}$ are invariants for the formal normal forms (the former line is their common invariant hyperbolic submanifold and the latter the central manifolds). Hence, the coordinate change $H$ must preserve them. In this case the change $H$ is of the form

$$
\begin{equation*}
H(x, y)=(x a(x, y) ; y b(x, y)) \tag{13}
\end{equation*}
$$

where $a(x, y)$ and $b(x, y)$ are formal power series and $a(0,0) \cdot b(0,0) \neq 0$. Therefore, the formal mapping $h(x)=x a(x, 0)$ conjugates the mappings $f_{a}(x)$ and $f_{a^{\prime}}(x)$, i.e.,

$$
\begin{equation*}
h \circ f_{a}=f_{a^{\prime}} \circ h . \tag{14}
\end{equation*}
$$

Due to uniqueness of FNF of parabolic mappings [10], the parameters $a$ and $a^{\prime}$ coincide. Similarly, the formal diffeomorphism $g(y)=y b(0, y)$ conjugates the restrictions of $F$ and $F^{\prime}$ to the line $\{x=0\}$ and thus

$$
\begin{equation*}
g(\Lambda y)=\Lambda^{\prime} g(y) \tag{15}
\end{equation*}
$$

Differentiating (15) with respect to $y$ and taking $y=0$, we obtain $\Lambda=\Lambda^{\prime}$ and the condition $\operatorname{Im} \lambda, \operatorname{Im} \lambda^{\prime} \in[0 ; 2 \pi)$ validates the inequality $\lambda=\lambda^{\prime}$. Comparing the coefficients of $x^{2}$ in (14) in accord with the equality $a=a^{\prime}$, we have

$$
\begin{equation*}
h^{\prime}(0)=a(0,0)=1 . \tag{16}
\end{equation*}
$$

Inserting (13) in (12) and calculating the coefficient of $x y$ in the second component of the equality obtained, we derive from (16) that $\beta=\beta^{\prime}$. The proof of uniqueness of FNF is completed. To study the question of uniqueness of a normalizing change, is suffices to examine formal coordinate changes preserving FNF. Thus, we need to find all formal changes $H(x, y)$ satisfying (12) (in the case of $F=F^{\prime}$ ). Repeating the above arguments and using the same notations, we establish the same equalities (14) and (15), where $a=a^{\prime}, \Lambda=\Lambda^{\prime}$. The equality (14) implies that $h$ commutes with $f_{a}$. As is demonstrated in [10], all mappings $h$ formally commuting with $f_{a}$ have the form $h=g_{v_{a}}^{t}$ for some $t \in \mathbb{C}$. Consider the mapping $H_{t}=g_{\omega_{a, \lambda, \beta}}^{t}$; since $F=g_{\omega_{a, \lambda, \beta}}^{1}, H_{t}$ and $F$ commute, i.e., $H_{t} \circ F=F \circ H_{t}$. In this case $H_{t}^{-1} \circ H$ commutes with $F$. So without loss of generality, we can assume that $h=\mathrm{id}$ (we can achieve it replacing $H$ with $\left.H_{t}^{-1} \circ H\right)$.

Next, (15) validates the linearity of $g: g(y)=k y, k \neq 0$. The linear mapping $L:(x, y) \mapsto(x, k y)$ also commutes with the FNF $F$. Repeating the above arguments, we can assume that the mapping $g$ coincides with the identity. At last, inserting (13) in (12) and using the condition " $H=$ id on the straight lines $\{x=0\}$ and $\{y=0\}$," sequentially equating the coefficients of the powers $x^{k}$ (i.e., we actually repeat arguments of Section 2-4 and solving relevant (homogeneous in our case) equations), we obtain that $H \equiv \mathrm{id}$. Two corrections of the normalizing change made above ensure its uniqueness to within a dilation along the $y$-axis and a shift along the vector field $\omega_{a, \lambda, \beta}$.

## § 6. Proof of Corollary 1

Let $H(x, y)=\left(H_{1}(x, y), H_{2}(x, y)\right)$ be a normalizing formal change constructed in the theorem on a formal classification. Note that every of the series $H_{j}(x, y)$, $j=1,2$, is representable as

$$
H_{j}(x, y)=\sum_{k=0}^{\infty} c_{k}^{j}(y) x^{k}
$$

where the functions $c_{k}^{j}(y)$ are holomorphic in some fixed neighborhood of the origin. Consider the change

$$
H_{N}(x, y)=\left(H_{1 N}(x, y), H_{2 N}(x, y)\right)
$$

where

$$
H_{j N}(x, y)=\sum_{k=0}^{N} c_{k}^{j}(y) x^{k}
$$

It is holomorphic and takes the germ $F$ in the germ of the required form.

## § 7. Proof of Corollary 2

Assume that $F$ is an arbitrary germ in $\mathscr{S} \mathscr{H}_{0}, F_{a, \lambda, \beta}=g_{\omega_{a, \lambda, \beta}}^{1}$ is its FNF, and $H$ is a semiformal change of coordinates conjugating $F$ and $F_{a, \lambda, \beta}: H \circ F=$ $F_{a, \lambda, \beta} \circ H$. Assume also that $H^{-1}$ takes the vector field $\omega_{a, \lambda, \beta}$ in the vector field $\omega$ : $H^{\prime} \cdot \omega=\omega_{a, \lambda, \beta} \circ H$. In this case, $F=g_{\omega}^{1}$ and the proof is completed.

REMARK 5. Since the converse of the semiformal change is also semiformal, the above vector field $\omega$ is "semiformal" and so its components are expandable in the Hartogs series (in the powers of $x$ ) with coefficients analytic in some fixed neighborhood about the origin.
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# FINITE DIFFERENCE METHOD FOR THE INVERSE PROBLEM OF THE SIMULTANEOUS DETERMINATION OF THE RIGHT-HAND SIDE AND THE LOWEST COEFFICIENTS IN PARABOLIC EQUATIONS <br> Ling-De Su 


#### Abstract

We propose a numerical scheme to solve the inverse problem of determining two lower coefficients that depends on time only in the parabolic equation. The time dependence of the right-hand side of a parabolic equation is determined using additional solution values at points of the computational domain. For solving the nonlinear inverse problem, linearized approximations in time are constructed using standard finite difference procedures in space. The results of numerical experiments are presented, confirming the capabilities of the proposed computational algorithms for solving the coefficients inverse problem.
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In this paper, we consider the inverse problem of finding the two coefficients $\gamma(t)$ and $f(t)$ in the following equation

$$
\begin{equation*}
u_{t}-u_{x x}+\gamma(t) \cdot u=f(t) \cdot g(x, t) \tag{1}
\end{equation*}
$$

where $g(x, t)$ is a known analytic function, the solution $u(x, t)$ and the two coefficients $\gamma(t)$ and $f(t)$ are unknown.

Many inverse problems arise in engineering and mathematical sciences [1-4]. In a direct problem, it is required to find a solution that satisfies some given partial differential equation and some initial and boundary conditions. Different from direct problem, in inverse problems, the master equation, initial conditions and boundary conditions are not fully specified, instead, some additional information is available.

There are various kinds of inverse problems in physics: coefficient inverse problems (in which the equation is not specified completely as some equation coefficients are unknown), boundary inverse problems (in which boundary conditions are unknown), and evolutionary inverse problems (in which initial conditions are unknown) [5,6]. In this paper, we focus on the inverse problem of the parabolic equations is an inverse coefficient problem.

Many inverse problems are formulated as non-classical problems for PDEs. In other words, most standard numerical methods cannot achieve good accuracy in solving this problems. In solving these problems approximately, emphasis is on the development of stable computational algorithms that take into account peculiarities of inverse problems [7,8]. Several regularization methods have been developed for solving ill-conditioning problems [8-10].

Much attention is paid to the problem of determining the lower coefficient of a parabolic equation of second order. The existence and uniqueness of the solution for such an inverse problem and well-posed of this problem in various functional classes were examined [11,12]. Numerical methods for solving the problem of the identification of the lower coefficient of parabolic equations are also considered in many works [13-15].

In this paper, we consider the problem of determining the two lower coefficient that depends only on time. Approximation in space is performed using standard finite difference. The main features of the nonlinear inverse problem are taken into account via a proper choice of the linearized approximation in time. Linear problems at a particular time level are solved on the basis of a special decomposition into new standard elliptic problems.

The layout of the article is as follows: In Section 1, we briefly introduce the formulation of the problem. In Section 2, we introduce the method and apply this method to the time-dependent problems. The results of numerical experiments are presented in Section 3. Section 4 is dedicated to a brief conclusion. Finally, some references are introduced at the end.

## 1. Formulation of the Problem

Let $\Omega$ be a bounded domain with a smooth boundary $\partial \Omega$. The direct problem is formulated as follows:

$$
\begin{equation*}
u_{t}-u_{x x}+\gamma(t) \cdot u=f(t) \cdot g(x, t), \quad x \in \Omega, 0<t \leqslant T \tag{2}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad x \in \bar{\Omega} \tag{3}
\end{equation*}
$$

and the Dirichlet boundary condition

$$
\begin{equation*}
u(0, t)=\Phi_{1}(t), \quad u(l, t)=\Phi_{2}(t), \quad 0<t \leqslant T \tag{4}
\end{equation*}
$$

where $\gamma(t), f(t), g(x, t)$ and $\Phi_{i}(t)(i=1,2)$ are known functions, $u(x, t)$ is the solution of the second order parabolic equation (2), and the initial condition $u_{0}(x)$ is known.

In this paper, we consider the coefficient inverse problem, in (2), where the coefficients $\gamma(t)$ and $f(t)$ are unknown. The additional conditions are often formulated as:

$$
\begin{equation*}
\int_{\Omega} u(x, t) \omega(x) d x=\varphi(t), \quad \int_{\Omega} u(x, t) \chi(x) d x=\psi(t), \quad 0<t \leqslant T \tag{5}
\end{equation*}
$$

where $\omega(x)$ and $\chi(x)$ are weight functions. Specifically, choosing $\omega(x)=\delta\left(x-x^{*}\right)$ and $\chi(x)=\delta\left(x-x^{* *}\right),\left(x^{*}, x^{* *} \in \Omega\right)$, where $\delta(x)$ is the Dirac $\delta$-function, from (5), we get

$$
\begin{equation*}
u\left(x^{*}, t\right)=\varphi(t), \quad u\left(x^{* *}, t\right)=\psi(t), \quad 0<t \leqslant T \tag{6}
\end{equation*}
$$

The inverse problem of finding $u(x, t), \gamma(t)$, and $f(t)$ from problems (2)-(4) and additional conditions (5) or (6) is well-posed. The corresponding conditions for existence and uniqueness of the solution are available in the above-mentioned articles.

In this paper, we consider only the numerical solution of these inverse problems with one dimension, omitting the theoretical issues of the convergence of an approximate solution to the exact one.

## 2. The Computational Algorithm

The inverse problem (2)-(5) (or (2)-(4), (6)) is nonlinear. The standard approach is based on the simplest approximations in time and involves the iterative solution of the corresponding nonlinear problem for the evaluation of the approximate solution at a new level. In this article, we apply such approximations in time that lead to linear problems for evaluating the solution at the new time level.
2.1. The inverse problem. We consider the inverse problem (2)-(4), (6) where $\Omega=[0, l]$. To solve the parabolic problem numerically, we introduce the grid in space

$$
\bar{\omega}_{h}=\left\{x \mid x_{i}=i h, i=0,1,2, \ldots, M, M h=l\right\}
$$

for the time we also have

$$
\bar{\omega}_{\tau}=\left\{t^{n} \mid t^{n}=n \tau, n=0,1,2, \ldots, N, N \tau=T\right\}
$$

For all but boundary grid nodes, we use the operator $D$ written as

$$
D u=-\frac{u(x+h, t)-2 u(x, t)+u(x-h, t)}{h^{2}}, \quad x \in \omega_{h} .
$$

Finite difference approximations in space are employed. Using the fully implicit scheme for approximation in time and the operator $D$, the notation $u^{n}=u\left(x, t^{n}\right)$, $t^{n+1}=t^{n}+\tau(n=0,1,2, \ldots, N-1)$, we obtain the following variational problem:

$$
\begin{equation*}
\frac{u^{n+1}-u^{n}}{\tau}+D u^{n+1}+\gamma^{n+1} \cdot u^{n}=f^{n+1} \cdot g^{n+1}, \quad x \in \omega_{h}, \tag{7}
\end{equation*}
$$

the initial condition

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad x \in \bar{\omega}_{h}, \tag{8}
\end{equation*}
$$

and the boundary conditions

$$
\begin{equation*}
u(0, t)=\Phi_{1}(t), \quad u(l, t)=\Phi_{2}(t), \quad t \in \bar{\omega}_{\tau}, \tag{9}
\end{equation*}
$$

the additional conditions (6) take the form:

$$
\begin{equation*}
u^{n}\left(x^{*}\right)=\varphi^{n}, \quad u^{n}\left(x^{* *}\right)=\psi^{n}, \quad n=0,1,2, \ldots, N . \tag{10}
\end{equation*}
$$

We use the following decomposition for the solution $u^{n+1}$ at the new time level

$$
\begin{equation*}
u^{n+1}(x)=y^{n+1}(x)+\gamma^{n+1} v^{n+1}(x)+f^{n+1} w^{n+1}(x) . \tag{11}
\end{equation*}
$$

To find $y^{n+1}(x)$, inserting (11) in (7), we employ the equation

$$
\begin{equation*}
\frac{y^{n+1}-u^{n}}{\tau}+D y^{n+1}=0, \quad n=0,1, \ldots, N-1, x \in \omega_{h} \tag{12}
\end{equation*}
$$

with the boundary conditions $y(0, t)=\Phi_{1}(t), y(l, t)=\Phi_{2}(t)$.
The functions $v^{n+1}(x)$ and $w^{n+1}(x)$ are determined from

$$
\begin{align*}
& \frac{v^{n+1}}{\tau}+D v^{n+1}=-u^{n}, \quad n=0,1,2, \ldots, N-1, x \in \omega_{h}  \tag{13}\\
& \frac{w^{n+1}}{\tau}+D w^{n+1}=g^{n+1}, \quad n=0,1,2, \ldots, N-1, x \in \omega_{h} \tag{14}
\end{align*}
$$

with the boundary condition $v(0, t)=v(l, t)=0$ and $w(0, t)=w(l, t)=0$.

To evaluate $\gamma^{n+1}$ and $f^{n+1}$, the addition conditions (10) are used; inserting (11) into (10), we get

$$
\begin{align*}
\gamma^{n+1} v^{n+1}\left(x^{*}\right)+f^{n+1} w^{n+1}\left(x^{*}\right) & =\varphi^{n+1}-y^{n+1}\left(x^{*}\right) \\
\gamma^{n+1} v^{n+1}\left(x^{* *}\right)+f^{n+1} w^{n+1}\left(x^{* *}\right) & =\psi^{n+1}-y^{n+1}\left(x^{* *}\right) \tag{15}
\end{align*}
$$

where $x^{*}, x^{* *} \in[0, l]$ and $x^{*} \neq x^{* *}$. To solve $\gamma^{n+1}$ and $f^{n+1}$ from (15), we assume $v^{n+1}\left(x^{*}\right) w^{n+1}\left(x^{* *}\right)-v^{n+1}\left(x^{* *}\right) w^{n+1}\left(x^{*}\right) \neq 0$, where $v^{n+1}$ and $w^{n+1}$ are determined from (13) and (14).

Thus, the computational algorithm for solving the inverse problem (2)-(4), (6) based on the linearized scheme (7)-(10) involves the solution of three standard grid elliptic equations for the auxiliary functions $y^{n+1}(x)$ from equation (12), $v^{n+1}(x)$ form equation (13) and $w^{n+1}(x)$ from equation (14), the further evaluation of $\gamma^{n+1}$ and $f^{n+1}$ from (15), and the final calculation $u^{n+1}(x)$ from the relation (11).
2.2. The solutions of $y^{n+1}(x), v^{n+1}(x)$, and $\boldsymbol{w}^{n+1}(x)$. To calculate $u^{n+1}(x)=y^{n+1}(x)+\gamma^{n+1} v^{n+1}(x)+f^{n+1} w^{n+1}(x), n=0,1, \ldots, N-1$, we should find $y^{n+1}(x), v^{n+1}(x)$ and $w^{n+1}(x)$ from (12)-(14).

To find $y^{n+1}(x), v^{n+1}(x)$ and $w^{n+1}(x)$, using the notation $y_{i}^{n}=y\left(x_{i}, t^{n}\right), t^{n+1}=$ $t^{n}+\tau, n=0,1,2, \ldots, N-1, x_{i}=x_{i-1}+h, i=1,2, \ldots, M$, converting (12)-(14) to the following forms with the boundary conditions:

$$
\begin{gather*}
y_{i+1}^{n+1}-\left(2+\frac{h^{2}}{\tau}\right) y_{i}^{n+1}+y_{i-1}^{n+1}+\frac{h^{2}}{\tau} u_{i}^{n}=0, \quad i=1,2, \ldots, M-1,  \tag{16}\\
y_{0}^{n+1}=\Phi_{1}\left(t^{n+1}\right), \quad y_{M}^{n+1}=\Phi_{2}\left(t^{n+1}\right), \\
v_{i+1}^{n+1}-\left(2+\frac{h^{2}}{\tau}\right) v_{i}^{n+1}+v_{i-1}^{n+1}+h^{2} u_{i}^{n}=0, \quad i=1,2, \ldots, M-1,  \tag{17}\\
v_{0}^{n+1}=v_{M}^{n+1}=0, \\
w_{i+1}^{n+1}-\left(2+\frac{h^{2}}{\tau}\right) w_{i}^{n+1}+w_{i-1}^{n+1}+h^{2} g_{i}^{n+1}=0, \quad i=1,2, \ldots, M-1,  \tag{18}\\
w_{0}^{n+1}=w_{M}^{n+1}=0 .
\end{gather*}
$$

Using the following decompositions for the solutions $y_{i}^{n+1}, v_{i}^{n+1}$, and $w_{i}^{n+1}$ :

$$
\begin{gather*}
y_{i}^{n+1}=\alpha_{i}^{n+1} \cdot y_{i+1}^{n+1}+\beta_{i}^{n+1}, \quad v_{i}^{n+1}=\alpha_{i}^{n+1} \cdot v_{i+1}^{n+1}+\gamma_{i}^{n+1} \\
w_{i}^{n+1}=\alpha_{i}^{n+1} \cdot w_{i+1}^{n+1}+\delta_{i}^{n+1}, \quad i=M-1, M-2, \ldots, 0 \tag{19}
\end{gather*}
$$

and $y_{M}^{n+1}=\Phi_{2}\left(t^{n+1}\right), v_{M}^{n+1}=w_{M}^{n+1}=0$.
By combining (16)-(19), we can get:

$$
\begin{gather*}
\alpha_{i}^{n+1}=\frac{1}{2+\kappa-\alpha_{i-1}^{n+1}}, \quad \beta_{i}^{n+1}=\frac{\kappa u_{i}^{n}+\beta_{i-1}^{n+1}}{2+\kappa-\alpha_{i-1}^{n+1}} \\
\gamma_{i}^{n+1}=\frac{h^{2} u_{i}^{n}+\gamma_{i-1}^{n+1}}{2+\kappa-\alpha_{i-1}^{n+1}}, \quad \delta_{i}^{n+1}=\frac{h^{2} g_{i}^{n+1}+\delta_{i-1}^{n+1}}{2+\kappa-\alpha_{i-1}^{n+1}}  \tag{20}\\
\quad i=1,2,3, \ldots, M
\end{gather*}
$$

with the conditions $\alpha_{0}=\gamma_{0}=\delta_{0}=0$ and $\beta_{0}=\Phi_{1}$, where $\kappa=\frac{h^{2}}{\tau}$. From (20) we can get all the $\alpha, \beta, \gamma$ and $\delta$, so we can get all the solutions of $y, v$, and $w$.

## 3. Numerical Examples

In this section we present numerical results to test the efficiency of the new scheme for solving the coefficient inverse problems. In the example, we put $x \in[0,1]$ with the conditions

$$
\begin{gather*}
u_{0}=5 \exp \left(-100(x-0.5)^{2}\right), \quad g(x)=4(1-x) x  \tag{21}\\
u(0, t)=u(1, t)=0, \quad 0<t \leqslant T
\end{gather*}
$$

The coefficients $\gamma(t)$ and $f(t)$ are taken in the forms

$$
\begin{equation*}
\gamma(t)=-\frac{t^{3}}{1+\exp \left(\zeta_{1}(t-0.7 T)\right)}, \quad f(t)=\frac{0.1(T-t)}{1+\exp \left(\zeta_{2}((T-t)-0.8 T)\right)} \tag{22}
\end{equation*}
$$

We consider the inverse problem with $h=\frac{1}{M}, \tau=\frac{T}{N}, M=200, N=400$. The observation points are $x^{*}=0.5$ and $x^{* *}=0.1$. The solution of the direct problem at the observation point are depicted in Fig. 1(a), the solution at the final time moment ( $T=0.5$ ) is presented in Fig. 1(b), with $\zeta_{1}=1000, \zeta_{2}=250$.


Fig. 1. The solution at the observation point and the solution at $T=0.5$

We also give the solution of $\gamma(t)$ (Fig. 2(a)) and $f(t)$ (Fig. 2(b)) of the inverse problem with $\zeta_{1}=1000, \zeta_{2}=250$. The graphs show the very good accuracy and efficiency of the new approximate scheme.


Fig. 2. The exact and numerical solutions of the inverse problem

The solution $\gamma(t)$ of the inverse problem with different $\zeta_{1}$ are present in Fig. 3(a). For large $\zeta_{1}$ (see Fig. 3(a)), $\gamma(t)$ approaches discontinuous functions with a discontinuity point at $t=0.7 T$.

The solution $f(t)$ of the inverse problem with different $\zeta_{2}$ are present in Fig. 3(b). For large $\zeta_{2}$ (see Fig. 3(b)), $f(t)$ also approaches discontinuous functions with a discontinuity point at $t=0.2 T$.


Fig. 3. The solutions of the inverse problem with different variables

## 4. Conclusions

In this paper, we proposed a numerical scheme for solving the inverse problems by the finite difference method. The numerical implementation using the linearized approximations in time and standard finite difference procedures in space, based on a decomposition of the approximate solution, where the transition to a new time level involves the solutions of three standard elliptic problems. Numerical solutions of the model problem demonstrate the convergence of the approximate solution of the inverse problem.
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